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Foreword
Professor Helen Hastie Director, Heriot-Watt University

Welcome to our 2021/22 Annual Review featuring the 
latest news and developments from students and
staff in our EPSRC Centre for Doctoral Training in 
Robotics and Autonomous Systems (CDT-RAS). We 
are now coming to the end of the third year of our 
second CDT programme, which has been a challenging 
time for students and staff due to ongoing Covid-19 
restrictions. As restrictions started to lift and life started 
to return to some normality, we have been enjoying 
seeing the students more and more face-to-face.  We 
were delighted to welcome 15 enthusiastic students 
to the programme in September 2021. With teaching 
finally returning to in person, we were happy to offer 
the Autonomous Systems Research course and other 
training in person. This included a fantastic writing 
week in Barony Castle and our annual retreat to Firbush 
also went ahead, with outdoor activities mixed in with 
learning about responsible research and innovation. 
 
We are immensely proud of our students. Despite 
the recent challenges, we continue to have students 
graduate from our first CDT programme and progress 
to full employment in industry and academia. Students 
have continued to submit and have papers accepted 
for high profile conferences, which they are now 
starting to attend in person. This included a number of 
students winning conference awards, such as the KROS 
Interdisciplinary Research Conference Award in Social 
Human-Robot Interaction at the RO-MAN conference 
in Naples, Italy.  Furthermore, a number of students 
secured prestigious internships with Amazon, Google, 
Touchlab, SeeByte and Schlumberger, which will allow 
them to develop and hone their research skills in a 
working environment. Activities also included taking 
part in international competitions such as the XPRIZE in 
California and the Amazon Simbot Challenge, where the 
Heriot-Watt Student Team has reached the stage in the 
competition where their entry, named EMMA,  will soon 
be tested live across the USA. 
 
Students in year two of the programme spent Semester 
2 working together on their group projects, which 
resulted in three prototypes; one dialogue system for 
entry to the Alexa Prize SimBot Challenge and two soft 
robotic systems that were entered into The International 
Conference on Soft Robotics competition in April 2022, 
hosted by the University of Edinburgh. Furthermore, our 
entrepreneurial students continue to make good use 
of the Centre’s Innovation Fund to allow them to build 
hardware and/or software prototypes that could lead to 
a commercial idea.

In recognition of outstanding work to recruit and 
support gender diverse students, we were very pleased 
to receive the 2021 Minerva Informatics Equality 
Award. This prestigious award recognises excellence 
in the encouragement to enrol, and retention of, 
female students in Computer Science and Informatics 
programmes.  Claire Ordoyno travelled to Madrid to 
receive the award.    

We were excited to open the National Robotarium 
building in September 2022 and welcomed the new 
CEO Stewart Miller. The National Robotarium team
has been growing over the last year and now includes 
the COO, Impact Engineers, Business Development, 
Outreach and Project management staff.  The 
National Robotarium is a joint initiative between our 
two universities supported by funding through the 
DDI programme of the Edinburgh and South East 
Scotland City Region Deal. It provides an innovative 
way of supporting research on key robotics issues and a 
mechanism for enhancing the delivery of impact across 
a variety of application areas. Along with the Bayes 
Centre, we now have extensive world-class facilities and 
innovation spaces, where industry can be involved in 
scoping and developing the research challenges that 
will deliver the robots of the future. Also, now our robots 
finally have a proper home, including MARTIN and 
MARTINA, our spot robots who were named in a school 
competition this year and also our ARI robots, who are 
now ensconced in the HRI labs and the new living lab, 
named LARA. Don’t forget to keep up to date with the 
latest news via the National Robotarium newsletters. 
 
Our sixth Annual Conference was held online again in 
September 2021.  Our prestigious speakers included  Dr 
Amit Pandey, Professor Lydia Kavraki, Andra Keay and 
Dr Sabine Hauert. Although this was a fantastic event, 
we are very much looking forward to seeing everyone in 
person at the CDT conference in 2022 and finally enjoy 
an evening meal together. 
 
We look forward to the next two years, which will be the 
final years of recruitment for the current CDT. With the 
National Robotarium and related activities including 
exciting new collaborations, it will likely be an eventful 
year. On a final note, we would very much like to thank 
our funders at Heriot-Watt University, the University of 
Edinburgh, EPSRC, UKRI and our industry sponsors, 
who have made all of this possible.

About us

The Edinburgh Centre for Robotics (ECR) 
is a £120m plus joint venture between 
Heriot-Watt University and the University of 
Edinburgh, supported by EPSRC, Industry 
and the Universities.

It captures the expertise of over 70 principal 
investigators of international standing 
from across the School of Engineering and 
Physical Sciences and the Department of 
Computer Science at Heriot-Watt University, 
and the Schools of Informatics and 
Engineering at the University of Edinburgh.

The Centre includes two consecutive EPSRC 
Centres for Doctoral Training (CDT) in 
Robotics and Autonomous Systems which 
train innovation–ready postgraduates, a £9m 
capital equipment facility, the £19m ORCA 
Hub and the £26m National Robotarium.

The Centre includes affiliated students 
engaged in related EU, EPSRC and UKMoD 
research programmes, and collaborates 
with other CDTS across the UK.

The strategic aim of the Centre is to supply 
the urgent need for skilled, industry and 
market aware researchers in Robotics 
and Autonomous Systems. Interactions 
between robots, autonomous systems, their 
environments and people present some of 
the most sophisticated scientific challenges 
we must solve to realise productive and 
useful assistive or remote systems in our 
homes, workplaces and industries.

The Edinburgh Centre for Robotics is 
training a new generation of researchers 
to take a key role in solving such problems. 
These innovation-ready PhD students are 
being prepared to enter, lead and create the 
UK’s innovation pipeline in this area for jobs 
and growth.

The Centre focuses on autonomous robot 
interaction with environments, people, 
systems and each other. We also research 
and develop work on Interaction Enablers, 
applying fundamental theoretical methods 
to real-world problems, using real robots to 
solve vital commercial and societal needs.

Research is conducted using state of the 
art humanoid and field robotic platforms, 
in interactive spaces with fabrication 
facilities for soft embodiments, embedded 
microsensors and dedicated computing. 
Centre partners include companies in the 
energy, assisted living, transport, defence, 
medical and space sectors.

Professor Michael Mistry Director, University of Edinburgh
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The Executive 
The Executive is chaired by the Directors and 
is responsible for day-to-day operations of 
the Centre. Membership of the Executive is 
made up from the leadership teams from 
each University, Centre Administrators and 
student representatives. The Executive is 
responsible for student recruitment, progress 
and pastoral matters, public outreach, 
administering budgets, supervisor selection, 
organisation of annual conference and guest 
lectures, #Cauldron training programme, 
and commercialisation processes. It is also 
the first arbiter in the conflict resolution 
process with partners and students. 

The Steering Group 
The Steering Group consists of the Directors, 
senior academics from the Postgraduate 
Studies Committees at Heriot-Watt 
University and the University of Edinburgh, 
as well as a representative from industry 
(the Chair), EPSRC and from the RAS CDT 
student body. The remit of the Steering 
Group is to monitor the progress of the 
Centre, IP and licensing arrangements and 
relations with industry members, and to 
review and propose strategy and policy. The 
Steering Group will also act as final arbiter in 
the conflict resolution process for students 
and partners.for students and partners. 

The External Advisory Board 
External Advisory Board reports to 
the Steering Group and comprises 
representatives from the Industry Members 
engaged with the Centre, plus international 
academics and the Centre Management 
team. It meets at least annually to monitor 
the work of ECR, provide strategic advice, 
support development of new business 
relationships and promote best practice. 
Members of the External Advisory Board 
serve in a non-executive capacity.

The Academic Board 
An Academic Board involving all active 
supervisors and both Universities’ 
representatives will also report to the 
Steering Group. Meeting annually, and 
chaired by the Directors, it will monitor 
the academic quality and delivery of both 
the taught courses and the research 
projects and will deal with formal student 
progression.

Management Structure Equality, Diversity and Inclusion (ED&I) Statement

The CDT in Robotics and Autonomous 
Systems is committed to facilitating a shift 
in the culture and diversity of the robotics 
research community through pro-active 
practices to support equality, diversity and 
inclusion at all levels. 

A principal aim is to promote wider gender 
diversity in the field of RAS. More generally, 
the CDT will ensure all students and staff 
are respected and valued for their unique 
perspectives and contributions, and that 
no-one is treated differently or less favourably 
on the basis of age, disability, gender 
reassignment, marriage and civil partnership, 
pregnancy and maternity, race, religion or 
belief, gender or sexual orientation.

Positive actions we are taking include:
Student recruitment - The CDT actively 
encourages applications from groups who 
are under-represented in the Centre. We 
have clear guidelines for student recruitment 
and all academic staff are encouraged 
to participate in the recruitment process 
through interview panels or at the regular 
consensus meetings when student 
appointments are made. We ensure 
diversity on our interview panels to make 
the selection process fair and transparent for 
all candidates. We will continue to monitor 
our marketing materials and website to 
ensure that we include female students 
and those from diverse backgrounds. Our 
future recruitment strategy includes visits 
to universities by female staff, including the 
centre director, and female-only student 
open days.

Training - We are creating a culture of 
awareness at the Centre to increase diversity 
by providing Unconscious Bias Training for 
academics and professional support staff, 
and a mandatory on-line Diversity in the 
Workplace training course for all students in 
the first year of their PhD. 
Speakers at our Annual Conference and 
Gateway training seminars from academia 
and industry will be selected to reflect our 
commitment to diversity.
 
Support - We will promote increased 
student satisfaction by creating an inclusive, 
supportive learning environment. We will 
address the issue of potential isolation that 
frequently arises from low representation 
in small cohorts by supporting cross-cohort 
activities, cross-CDT events and links to the 
wider PhD student communities within the 
institutions, which have sufficient mass to 
overcome this issue.

Inclusion will be enhanced by providing 
female-only events (e.g. hackathons) and 
support groups, such as Women in Robotics 
Edinburgh (WiRE). The personalised 
Technical Learning Portfolio approach for 
CDT2 students is specifically designed to 
provide students with a flexible working 
pattern, thus maximising retention for 
students with personal circumstances e.g. for 
carers or those with health-related issues.
We recognise that ED&I is a matter for all staff 
and students within the Centre but to ensure 
that we are able to provide the required 
level of support, Professor Barbara Webb is 
primarily responsible for ED&I and Dr Michael 
Herrmann will provide pastoral care.

The CDT is a partnership between Heriot-
Watt University and the University of 
Edinburgh and is fully aligned with the ED&I 
policies of these institutions which can be 
found at the below links.

Heriot-Watt University  https://www.hw.ac.uk/uk/services/equality-diversity.htm

University of Edinburgh  https://www.ed.ac.uk/equality-diversity

https://www.hw.ac.uk/uk/services/equality-diversity.htm
https://www.ed.ac.uk/equality-diversity
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Equality, Diversity and Inclusion Activities

The Centre Executive has been working hard 
during the last academic year to ensure 
that we actively address ED&I matters at all 
stages of the student life cycle.

Staff closely involved in advertising for 
recruitment attended a workshop led by 
Equate Scotland on inclusive recruitment 
practices.  After the workshop, the language 
used in our main application sites was 
revised to be more welcoming and 
encouraging to a range of applicants. The 
next phase will include providing guidance 
to academics responsible for writing 
research project descriptions including good 
practice examples.

We were aware that there was potential for 
unconscious bias in our recruitment process 
and we have addressed this by requiring 
all academics involved to undertake 
unconscious bias training and ensuring that 
we have a female academic on interview 
panels for female students.  A core interview 
panel, standardised interview questions 
and a clear written record of the interview 
proceedings ensure consistency in our 
recruitment practices.

Students are asked to complete online 
Diversity in the Workplace training when 
they start the CDT programme and it 
is proposed that we organise a student 
workshop to explore EDI issues in robotics as 
soon as possible. The CDT also collaborates 
with CDTs from the School of Informatics 

at the University of Edinburgh to survey 
students on how well the ED&I policies work 
and we act on feedback provided.

The CDT-RAS Female Mentorship 
Programme was created in February 2021 
to empower and inspire female students 
and to help combat feelings of isolation. It 
supports the student-led WiRE (Women in 
Robotics Edinburgh) group, and was set up 
in response to the WiRE Group identifying 
a need for advice and guidance. The 
Mentorship Programme connects CDT-RAS 
female students to inspirational women in 
the field of robotics and AI through seminars 
and mentorship sessions, complemented by 
networking opportunities. This programme 
is currently being trialled  with our female 
students and we intend to make this 
available to all students in the CDT in the 
future.

Going forward, we will be highlighting 
the successful trajectories of our diverse 
graduates as inspiration for future applicants 
to the programme.

In recognition of outstanding work to recruit 
and support gender diverse students, the 
EPSRC Centre for Doctoral Training (CDT) in 
Robotics and Autonomous Systems has won 
the 2021 Minerva Informatics Equality Award.

The prestigious award recognises excellence 
in the encouragement to enrol, and 
retention of, female students in Computer 
Science and Informatics programmes.                            

Open to faculties and research labs in 
universities across Europe, the accolade is 
awarded to an initiative that demonstrates 
exceptional results in supporting the careers 
of women in informatics research and 
education.

The award was presented at a ceremony 
on 26 October during the 17th European 
Computer Science Summit (ECSS 2021). The 
Minerva committee emphasised that the 
standard of entries this year was very high, 
but that the range of support offered by the 
CDT and its proven impact were what set the 
Centre apart.

Professor Helen Hastie, Director of the EPSRC 
Centre for Doctoral Training in Robotics and 
Autonomous Systems, and co-academic lead 
of the National Robotarium based at Heriot-
Watt University, said: "We are extremely 
honoured to receive this prestigious award in 
recognition of our ongoing commitment to 
supporting equality, diversity and inclusion 
at the Centre. We have collaborated closely 
across all areas of the CDT to recruit and 
retain gender diverse students, with our 
numbers increasing strongly year on year 
since 2017.
“Female and gender non-binary students 
made up 33% of the 2020 cohort with 100% 
retention of these students from the 2019 
and 2020 cohorts.  We are enormously proud 
of the success of all our students and are 
committed to growing and building on our 
existing initiatives to create a welcoming, 

inclusive environment and to further widen 
the pool of diverse and talented individuals 
choosing robotics as a career."
Claire Ordoyno, Business Development 
Executive at the CDT travelled to Madrid to 
receive the prize and present the scope and 
impact of the CDT’s actions. She said: “Our 
student body has many inspiring examples 
of inclusivity rooted at its core including a 
Female Mentorship Programme and the 
student-led WiRE (Women in Robotics 
Edinburgh) group, which the Mentorship 

Programme supports. It was created by 
female CDT students to address feelings of 
isolation and now has members outside of 
the CDT which is a wonderful example of its 
wider impact.”

Professor Barbara Webb, equality and 
diversity lead at the CDT, said: “It has been 
crucial to our approach that we combine a 
wide range of diversity initiatives to embed 
inclusion at the centre of our culture. 
For example, in recruitment we start by 
including visits to universities by inspiring 
female academics. We then ensure gender 
inclusive language is used throughout our 
application process, and arrange for wide 
representation on interview panels to make 
the selection process fair and transparent. 
We require our academic and support staff 
to take Unconscious Bias Training and our 
students have a mandatory Diversity in the 
Workplace course in their first year.”

Equality Award win for EPSRC Centre  
for Doctoral Training in Robotics and  
Autonomous Systems
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The Minerva Award is sponsored by Google 
and carries a prize of 5,000 Euros to further 
work on promoting gender equality, 
creativity and entrepreneurial processes. 
These are an essential component of the 
CDT programme.

The centre is leading the UK’s efforts 
to realise the potential of robotics by 
producing a new generation of highly 
skilled researchers, trained to take a central 
role through technical ability coupled with 
industry, market and social awareness. The 
centre is funded by the Engineering and 
Physical Sciences Research Council (EPSRC), 
which supports postgraduate training in 
engineering and the physical sciences.
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Contacts - Administration

Contacts - Technician

Neil Heatley
University of Edinburgh
neil.heatley@ed.ac.uk.

Joshua Roe
Heriot-Watt University
joshua.roe@hw.ac.uk

Jacqueline McCarthy
Heriot-Watt University
j.mccarthy@hw.ac.uk

Lisa Farell
Heriot-Watt University
lisa.farrell@hw.ac.uk

Contacts - Business Development

Cristian Novotny
University of Edinburgh
cnovotny@ed.ac.uk

Contacts - Academic
CDT RAS 2019-2027

Prof Helen Hastie, FRSE
Director 
Heriot-Watt University
h.hastie@hw.ac.uk 

Prof Michael Mistry
Director 
University of Edinburgh
michael.mistry@.ed.ac.uk

Dr Adam Stokes
Deputy Director 
University of Edinburgh
adam.stokes@ed.ac.uk

Prof Nick Taylor
Deputy Director 
Heriot-Watt University
n.k.taylor@hw.ac.uk 

Prof Sethu Vijayakumar
Director 
University of Edinburgh
sethu.vijayakumar@ed.ac.uk

Prof Helen Hastie, FRSE
Director 
Heriot-Watt University
h.hastie@hw.ac.uk

Dr Michael Herrmann
Deputy Director 
University of Edinburgh
michael.herrmann@ed.ac.uk

Prof Nick Taylor
Deputy Director 
Heriot-Watt University
n.k.taylor@hw.ac.uk 

Contacts - Academic
CDT RAS 2014-2022

Isabelle Hanlon
University of Edinburgh
i.hanlon@ed.ac.uk

Heather Thompson
Heriot-Watt University
h.thompson@hw.ac.uk
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mailto:n.k.taylor%40hw.ac.uk%20?subject=
mailto:j.mccarthy%40hw.ac.uk?subject=
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EPSRC Centre for Doctoral Training 
Robotics and Autonomous  
Systems 

Robots that can learn, adapt and make 
decisions will revolutionise our economy 
and society over the next 20 years. They will 
work for us, beside us, assist us and interact 
with us. It is estimated that by 2025 such 
advanced robotic and autonomous systems 
(RAS) could have a worldwide economic 
impact of $1.7 trillion to $4.5 trillion annually, 
with an emerging market value of €15.5 
billion. 

The Edinburgh Centre for Robotics is 
advancing the UK's industrial potential in this 
revolution by producing a new generation 
of highly skilled researchers, trained to take 
a leading role.  They are technically skilled, 
industry and market aware, and prepared to 
create and lead the UK’s innovation pipeline 
for jobs and growth. 

Our Doctoral students are part of  a 
multi-disciplinary enterprise, requiring 
sound knowledge of physics (kinematics, 
dynamics), engineering (control, signal 
processing, mechanical design), computer 
science (algorithms for perception, planning, 
decision making and intelligent behaviour, 
software engineering), as well as allied areas 
ranging from biology and biomechanics 
to cognitive psychology. Our students 
specialise in one of these areas, gaining a 
deep understanding of technical aspect and 
theoretical foundations. They also receive 
broad training across these fields so as to 
meaningfully engage with a wide cross 
section of the robotics community. 

Achieving impact with robotics also 
requires non-technical skills, for example an 
understanding of technology translation, 
creativity and entrepreneurial processes. 
These are an essential component of the 
CDT programme, captured in the #Cauldron 
training programme. 

Key Benefits 
EPSRC Centre for Doctoral Training
Robotics and Autonomous Systems

 Fully funded 4-year studentships 
covering tuition fees and maintenance 
at prevailing EPSRC rates and project 
related costs. 

 Access to our world class 
infrastructure, enhanced through 
our £26m capital equipment facility, 
the National ROBOTARIUM and the 
BAYES Centre. 

 Students benefit from supervision 
by academic experts from both 
institutions and graduate with a joint 
PhD from Heriot-Watt University and 
the University of Edinburgh.

 Excellent training opportunities, 
including some masters level courses 
in year one, supplemented by the 
#Cauldron programme, which 
includes training in commercial 
awareness, social challenges and 
innovation.

 
 Innovation funding available to 

support development of early 
commercialisation prototypes. 

 Opportunities for international 
placements in prestigious labs with 
industry or international partners. 

 Opportunities to work on group 
project, and compete in international 
robot competitions (e.g. RoboCup 
Search and Rescue, SAUC-E 
Autonomous Underwater Vehicle 
Challenge Europe), European Robotics 
League, Amazon Simbot Challenge.

 Opportunity for competitive selection 
for funding from Cambridge IGNITE 
and MIT Sloan School of Management 
Entrepreneurship Programmes. 

We offer around 15 studentships per year. 
Funding comes from EPSRC, Industrial Partners, 
Heriot-Watt University and the University of 
Edinburgh. 
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Dr. Vaishak Belle

vaishak@ed.ac.uk

University of Edinburgh

Prof. Lynne Baillie
l.baillie@hw.ac.uk
Heriot-Watt University

Dr. Phil J. Bartie
phil.bartie@hw.ac.uk
Heriot-Watt University

Dr. Yoann Altmann
y.altmann@hw.ac.uk
Heriot-Watt University

Dr. Stefano V. Albrecht
s.albrecht@ed.ac.uk
University of Edinburgh

Prof. Tughrul Arslan
T.Arslan@ed.ac.uk
University of Edinburgh

Prof. Ruth Aylett
r.s.aylett@hw.ac.uk
Heriot-Watt University

Dr. Fernando  
Auat Cheein
F.Auat@hw.ac.uk
Heriot-Watt University

Dr. Morteza Amjadi

m.amjadi@hw.ac.uk
Heriot-Watt University

Dr. Hakan Bilen
hbilen@ed.ac.uk
University of Edinburgh

Prof. David Corne
d.w.corne@hw.ac.uk
Heriot-Watt University

Prof. Mike Davies
mike.davies@ed.ac.uk
University of Edinburgh

Dr. Matthew W. Dunnigan
m.w.dunnigan@hw.ac.uk
Heriot-Watt University

Prof. Mike Chantler
M.J.Chantler@hw.ac.uk
Heriot-Watt University

Dr. Louise Delicato
L.Delicato@hw.ac.uk

Heriot-Watt University

Dr. Christian Dondrup
c.dondrup@hw.ac.uk
Heriot-Watt University

Dr. Keith Brown
k.e.brown@hw.ac.uk
Heriot-Watt University

Dr. Frédéric Bosché
f.bosche@ed.ac.uk
University of Edinburgh

Dr. Mauro Dragone
m.dragone@hw.ac.uk
Heriot-Watt University

Prof. Alan Bundy  
FRS, FACM, FREng, FRSE
bundy@ed.ac.uk
University of Edinburgh

Academic Supervisors
We are indebted to the academic supervisors of all cohorts, who are fundamental 
to the success and direction of the research undertaken in the Centre.

Dr. Abderrahim Halimi
a.halimi@hw.ac.uk
Heriot-Watt University

Dr. J. Michael Herrmann
michael.herrmann@
ed.ac.uk
University of Edinburgh

Prof. Robert Fisher FIAPR 

FBMVA

rbf@inf.ed.ac.uk
University of Edinburgh

Prof. Andrew Ireland
a.ireland@hw.ac.uk
Heriot-Watt University

Dr. Mustafa Suphi Erden
m.s.erden@hw.ac.uk
Heriot-Watt University

Prof. Timothy Hospedales
t.hospedales@ed.ac.uk
University of Edinburgh

Prof. Helen Hastie 
FRSE
h.hastie@hw.ac.uk
Heriot-Watt University

Prof. Frank Keller
keller@inf.ed.ac.uk
University of Edinburgh

Dr. Francesco Giorgio-Serchi
f.giorgio-serchi@ed.ac.uk
University of Edinburgh

Dr. Arash Eshghi
a.eshghi@hw.ac.uk
Heriot-Watt University

Dr. Xianwen Kong
X.Kong@hw.ac.uk
Heriot-Watt University

Prof. Ekaterina 
Komendantskaya
e.komendantskaya@
hw.ac.uk
Heriot-Watt University

Prof. David Lane  
CBE, FREng, FRSE
d.m.lane@hw.ac.uk
Heriot-Watt University

Dr. Benjamin Kenwright
b.kenwright@hw.ac.uk
Heriot-Watt University

Dr. Mohsen Khadem
mohsen.khadem@ed.ac.uk
University of Edinburgh

Dr. Taku Komura
tkomura@inf.ed.ac.uk
University of Edinburgh

Dr. Ioannis Konstas
i.konstas@hw.ac.uk
Heriot-Watt University

Prof. Oliver Lemon
o.lemon@hw.ac.uk
Heriot-Watt University

Dr. Alex Li
zhibin.li@ed.ac.uk
University of Edinburgh
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Dr. Wei Pang
w.pang@hw.ac.uk
Heriot-Watt University

Dr. Alistair McConnell
Alistair.McConnell@ 
hw.ac.uk
Heriot-Watt University

Dr. Oisin Mac Aodha
oisin.macaodha@ 
ed.ac.uk
University of Edinburgh

Dr. Chris Lu
xiaoxuan.lu@ed.ac.uk
University of Edinburgh

Prof. Yvan Petillot
FRSE 
y.r.petillot@hw.ac.uk
Heriot-Watt University

Prof. Verena Rieser
v.t.rieser@hw.ac.uk
Heriot-Watt University

Prof. Thusha Rajendran
T.Rajendran@hw.ac.uk
Heriot-Watt University

Dr. Laura Sevilla-Lara
lsevilla@exseed.ed.ac.uk
University of Edinburgh

Prof. Ron Petrick
R.Petrick@hw.ac.uk
Heriot-Watt University

Prof. Adam Stokes
adam.stokes@ed.ac.uk
University of Edinburgh

Prof. Michael Rovatsos
Michael.Rovatsos@ed.ac.uk
University of Edinburgh

Prof. Subramanian 
Ramamoorthy
s.ramamoorthy@ed.ac.uk
University of Edinburgh

Dr. Robert Stewart
R.Stewart@hw.ac.uk
Heriot-Watt University

Dr. Norbert Radacsi
n.radacsi@ed.ac.uk
University of Edinburgh

Dr. Kartic Subr
K.Subr@ed.ac.uk
University of Edinburgh

Dr. Marta Vallejo
m.vallejo@hw.ac.uk
Heriot-Watt University

Dr. Antonio Vergari
avergari@exseed.ed.ac.uk
University of Edinburgh

Prof. Nick Taylor
n.k.taylor@hw.ac.uk
Heriot-Watt University

Dr. Changhai Wang
C.Wang@hw.ac.uk
Heriot-Watt University

Dr. Alessandro Suglia
a.suglia@hw.ac.uk
Heriot-Watt University

Prof. Sethu Vijayakumar  
FRSE
sethu.vijayakumar@ed.ac.uk
University of Edinburgh

Dr. Patricia A. Vargas
p.a.vargas@hw.ac.uk
Heriot-Watt University

Dr. Sen Wang
Heriot-Watt University

Dr. Steve Tonneau
stonneau@ed.ac.uk
University of Edinburgh

Prof. Austin Tate FREng FRSE

a.tate@ed.ac.uk
University of Edinburgh

Prof. Yves Wiaux
y.wiaux@hw.ac.uk
Heriot-Watt University

Dr. Chengjia Wang
chengjia.wang@hw.ac.uk
Heriot-Watt University

Prof. Barbara Webb
FRSE 
bwebb@inf.ed.ac.uk
University of Edinburgh

Dr. Christopher Lucas
c.lucas@ed.ac.uk
University of Edinburgh

Dr. Michael Lones
M.Lones@hw.ac.uk
Heriot-Watt University

Dr. Carlos Mastalli
C.Mastalli@hw.ac.uk
Heriot-Watt University

Dr. Joao Mota
j.mota@hw.ac.uk
Heriot-Watt University

Prof. Michael Mistry
mmistry@ed.ac.uk
University of Edinburgh

Dr. Theo Lim
T.Lim@hw.ac.uk
Heriot-Watt University

Academic Supervisors
We are indebted to the academic supervisors of all cohorts, who are fundamental 
to the success and direction of the research undertaken in the Centre.
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Our students - 
2016 / 2017 cohort

Siobhan Duncan
sd246@hw.ac.uk

Jamie Roberts
s1686485@ed.ac.uk

Helmi Fraser
hmf30@hw.ac.uk

Christopher McGreavy
c.mcgreavy@ed.ac.uk

Henrique Manuel Martins Ferrolho
henrique.ferrolho@ed.ac.uk

Billy Lyons
billy.lyons@ed.ac.uk

Our students - 
2018 cohort

Miruna Clinciu
mc191@hw.ac.uk, 
m.clinciu@sms.ed.ac.uk

Ian Johnson
ij15@hw.ac.uk

Evripidis Gkanias
ev.gkanias@ed.ac.uk

Filippos Christianos
f.christianos@ed.ac.uk

Traiko Dinev 
traiko.dinev@ed.ac.uk

Jhielson Montino 
Pimentel
jm210@hw.ac.uk

Karin Sevegnani
ks85@hw.ac.uk

Georgios Papoudakis
g.papoudakis@ed.ac.uk

Borja Marin
bm86@hw.ac.uk

Mateusz Ochal
m.ochal@hw.ac.uk

Ronnie Smith 
ronnie.smith@ed.ac.uk

Nathan Western
nw29@hw.ac.uk

Eleftherios Triantafyllidis
eleftherios.triantafyllidis@
ed.ac.uk

Gary Smith
gbs2@hw.ac.uk

Artūras Straižys
s0841558@sms.ed.ac.uk
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Our students - 
2019 cohort

Elliot Fosong

e.fosong@ed.ac.uk

Alexandre Colle

ac385@hw.ac.uk, 

a.colle@sms.ed.ac.uk

Fazl Barez

f.barez@ed.ac.uk

Andreas Christou

andreas.christou@ed.ac.uk

Paulius Dilkas

p.dilkas@sms.ed.ac.uk

Pierre Nicolay

pon1@hw.ac.uk

Shreyank Narayana Gowda

s.narayana-gowda@

sms.ed.ac.uk

Konstantinos Gavrillidis

kg47@hw.ac.uk

Daniel Layeghi

s2008097@sms.ed.ac.uk

Emilyann Nault

en27@hw.ac.uk, 

e.nault@sms.ed.ac.uk

Wei Yu

wy27@hw.ac.uk

Carlos Suarez Zapico

cs377@hw.ac.uk

Emily-Jane Rolley-Parnell 

emily.rolley-parnell@ed.ac.uk

John Skottis

s1408689@sms.ed.ac.uk

Robin Trute

rjt3@hw.ac.uk

Our students - 
2020 cohort

Mhairi Dunion

mhairi.dunion@ed.ac.uk

Emanuele De Pellegrin

ed50@hw.ac.uk

Fernando Acero

fernando.acero@ed.ac.uk

Paul Baisamy

p.baisamy@sms.ed.ac.uk

Ted Ding

yd2007@hw.ac.uk

Isobel Voysey

i.a.voysey@sms.ed.ac.uk

George Kamaras

g.kamaras-1@sms.ed.ac.uk

Fraser Garrow

fg28@hw.ac.uk, 

f.t.g.garrow@sms.ed.ac.uk

Supun Bhathiya Hemanthage

hsb2000@hw.ac.uk

Simon Wanstall

sw31@hw.ac.uk

Malvina Nikandrou

mn2002@hw.ac.uk
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Our students - 
2021 cohort

Maks Gepner

m.gepner@ed.ac.uk

Chiu Pang Fung

cf2026@hw.ac.uk

Carl Bettosi

cb54@hw.ac.uk

Fangqiang Ding

f.ding-1@sms.ed.ac.uk

Samuel Garcin

s.garcin@ed.ac.uk

Georgios Pantazopoulos

gmp2000@hw.ac.uk

Ruaridh Mon-Williams

ruaridh.mw@ed.ac.uk

Craig Hamilton

ch40@hw.ac.uk

Gen Li

li.gen@ed.ac.uk

Meriam Moujahid

mm470@hw.ac.uk

Hao Yu

hy2020@hw.ac.uk

Alex Swift

as184@hw.ac.uk

Aruna Raman 

a.raman-1@sms.ed.ac.uk

Weronika Sieińska

w.sieinska@hw.ac.uk

Nikolas Vitsakis 

nv2006@hw.ac.uk

Our students - 
2022 cohort

Ciaran Johnson

cmj2000@hw.ac.uk

Dan Green

dan.green@hw.ac.uk

Remi Desmartin

rhd2000@hw.ac.uk

Peter Fagan

p.d.fagan@sms.ed.ac.uk

Maggie Xinyue Hao

x.hao-5@sms.ed.ac.uk

Max Taylor-Davies

s2227283@ed.ac.uk

Houman Mehrafarin

hm2066@hw.ac.uk, 

s2319598@ed.ac.uk

Jonah Mack

j.mack-1@sms.ed.ac.uk

Sabrina McCallum

s2431177@ed.ac.uk, 

sm2152@hw.ac.uk

Adrian Salazar-Gomez

adrian.salazar-gomez@ed.ac.uk

Nikolas Tsagkas

n.tsagkas@ed.ac.uk

Bruce W Wilson

bww1@hw.ac.uk
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Research Themes

Research in the Centre is underpinned 
by established bodies of theoretical 
work. We apply fundamental theoretical 
methods to real-world problems on real 
robots to solve pressing commercial and 
societal needs. 

The central theme running throughout our 
research at the Centre for Doctoral Training 
is Safe Interaction, which is broken down into 
the following four themes:

1. Physical Interactions deals with the 
interaction between the robot and the 
environment and includes studies in control, 
actuation, compliance, sensing, mapping, 
planning, embodiments, swarms.

2. People Interactions deals with interactions 
between robots and humans in a variety 
of settings and applications, and includes 
studies in human-robot interaction, affective 
robotics, smart spaces, human-robot 
teaming, collaborative decision-making, 
cobots, multimodal interfaces.

3. Self-Interactions deals with introspection 
for condition monitoring, prognosis, 
explainable AI, certification, verification, safety, 
security, multi-agent interactions.

4. Interaction Enablers deals with core 
technologies for Robotics and Autonomous 
Systems and includes studies in vision, 
embedded and parallel computing, novel 
and soft fabrication methods, optimisation, 
(transparent) machine learning, deep 
reinforcement learning and other AI 
techniques inc. natural language processing 
(NLP).

Research and innovation in the Centre 
focuses on new ways to make robots interact: 
with the environments around them, seeing, 
mapping, touching, grasping, manipulating, 
balancing; with people, understanding mood 
or emotion, using different sensory pathways 
including sight, touch, speech, gesture while 
predicting intentions and sharing plans; 
with each other, working collaboratively 
to achieve a task or capability;  and with 
themselves, monitoring their self-health and 
performance. 

We study the sensing, world modelling, 
planning and control architectures that 
can make these robots persistently 
autonomous, operating in unknown 
environments for extended periods adapting 
their plans in response to events to complete 
tasks. We also investigate shared autonomy 
where people and robots operate in highly 
synergistic ways to complete tasks. 

We study nature to develop bio-inspired 
systems that sense and process data using 
the methods that have evolved in biological 
organisms. Finally, we also think about 
ethical issues, the decisions robots should 
and shouldn’t be allowed to make, and the 
regulatory environments they work in.
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Student Research Outputs -  
Journal Publications

Leopoldo Armesto, João Moura, Vladimir Ivan, Mustafa Suphi Erden, Antonio Salas, and Sethu
Vijayakumar
Constraint-aware Learning of Policies by Demonstration. In International Journal of Robotics Research
(IJRR), 2018 DOI: 10.1177/0278364918784354

João Moura, William McColl, Gerard Taykaldiranian, Tetsuo Tomiyama, Mustafa Suphi Erden
Automation of Train Cab Front Cleaning with a Robot Manipulator. In IEEE Robotics and Automation Letters, 
2018, DOI: 10.1109/LRA.2018.2849591. (selected for presentation at the 14th IEEE International Conference on 
Automation Science and Engineering - CASE)

Gordon D.F.N, Henderson G and Vijayakumar S
Effectively Quantifying the Performance of Lower-Limb Exoskeletons Over a Range of Walking Conditions. 
Front. Robot. AI 5:61 doi 10.3389/frobt.2018.00061

Yiming Yang, Wolfgang Merkt, Vladimir Ivan, Zhibin Li, and Sethu Vijayakumar
HDRM: A Resolution Complete Dynamic Roadmap for Real-Time Motion Planning in Complex Scenes. IEEE 
Robotics and Automation Letters, 2018, In Press. DOI: 10.1109/LRA.2017.2773669

Yiming Yang, Wolfgang Merkt, Henrique Ferrolho, Vladimir Ivan, and Sethu Vijayakumar Efficient 
Humanoid Motion Planning on Uneven Terrain Using Paired Forward-Inverse Dynamic Reachability Maps. 
IEEE Robotics and Automation Letters, 2017, In Press. DOI: 10.1109/ LRA.2017.2727538

Krasoulis, A., Kyranou, I., Erden, M. S., Nazarpour, K., & Vijayakumar, S.
Improved prosthetic hand control with concurrent use of myoelectric and inertial measurements. Journal of 
neuroengineering and rehabilitation, 14(1), 71.

Tsiogkas, Nikolaos, and David M. Lane
An Evolutionary Algorithm for Online, Resource-Constrained, Multivehicle Sensing Mission Planning. IEEE
Robotics and Automation Letters 3, no. 2 (2018): 1199-1206.

Kyranou, I., Vijayakumar, S. & Erden, M. S
Causes of Performance Degradation in Electromyographic Pattern Recognition in Upper Limb Prostheses.
27 Aug 2018 (Accepted/In press) In: Frontiers in Neurorobotics.

Ardón P., Dragone, M. & Erden, M. S
Reaching and Grasping of Objects by Humanoid Robots through Visual Servoing. 6 Jun 2018 Haptics: 
Science, Technology, and Applications. Springer, p. 353-365 13 p. (Lecture Notes in Computer Science; vol. 
10894)

M. Burke, Y. Hristov, S. Ramamoorthy, Hybrid system identification using switching density networks,
Conference on Robot Learning (CoRL), 2019.

M. Burke, S.V. Penkov, S. Ramamoorthy
From explanation to synthesis: Compositional program induction for learning from demonstration, Robotics: 
Science and Systems (R:SS), 2019.

E. Sheppard, K. S. Lohan, G.E. Little, G. Rajendran
Towards improved child robot interaction by understanding eye movements,IEEE TCDS Special Issue A
sense of interaction in humans and robots: from visual perception to social cognition 2018

Mahon, S.T.; Roberts, J.O.; Sayed, M.E.; Chun, D. H.-T.; Aracri, S.; McKenzie, R.M.; Nemitz, M.P.; Stokes, A.A. 
Capability by Stacking: The Current Design Heuristic for Soft Robots. Biomimetics 2018, 3, 16.

G. I. Parisi, R. Kemker, J. L. Part, C. Kanan and S. Wermter
Continual Lifelong Learning with Neural Networks: A Review, in Neural Networks, 2019

M. Asenov, M. Rutkauskas, D.T. Reid, K. Subr, S. Ramamoorthy
Active localization of gas leaks using fluid simulation, IEEE Robotics and Automation Letters, Vol 4(2): 1776
- 1783, 2019. Presented at the IEEE International Conference on Robotics and Automation, 2019.

M. Rutkauskas, M. Asenov, S. Ramamoorthy, D.T. Reid
Autonomous multi-species environmental gas sensing using drone-based Fourier-transform infrared
spectroscopy, Optics Express, Vol. 27, Issue 7, pp. 9578-9587, 2019.

È. Pairet, P. Ardón, M. Mistry, and Y. Petillot
Learning Generalisable Coupling Terms for Obstacle Avoidance via Low-dimensional Geometric Descriptors, in IEEE 
Robotics and Automation Letters (RA-L), 2019.

P. Ardón, È. Pairet, R. Petrick, S. Ramamoorthy, and K. S. Lohan
Learning Grasp Affordance Reasoning through Semantic Relations, in IEEE Robotics and Automation
Letters (RA-L), 2019.

K. Yuan, I. Chatzinikolaidis, and Z. Li
Bayesian Optimisation for Whole-Body Control of High Degrees of Freedom Robots through Reduction of Dimensionality, 
Robotics and Automation Letters (RA-L), 2019

E. Triantafyllidis, C. Mcgreavy, J. Gu and Z. Li
Study of Multimodal Interfaces and the Improvements on Teleoperation, in IEEE Access, vol. 8, pp. 78213-
78227, 2020, DOI: 10.1109/ACCESS.2020.2990080.

K. Yuan, C. McGreavy, C. Yang, W. Wolfslag, and Z. Li
Decoding Motor Skills of AI and Human Policies: A Study on Humanoid and Human Balance Control. IEEE
Robotics and Automation Magazine (RAM), 2020

R. Wen, K. Yuan, Q. Wang, S. Heng, and Z. Li
Force-guided High-precision Grasping Control of Fragile and Deformable Objects using sEMG-based Force Prediction, IEEE 
Robotics and Automation Letters (RA-L), 2020

C. Yang, K. Yuan, S. Heng, T. Komura, and Z. Li
Learning natural locomotion behaviors for humanoid robots using human bias, IEEE Robotics and Automation Letters (RA-
L), 2020

I. Chatzinikolaidis, Y. You, and Z. Li
Contact-Implicit Trajectory Optimization Using an Analytically Solvable Contact Model for Locomotion on
Variable Ground, IEEE Robotics and Automation Letters, 2020, DOI: 10.1109/LRA.2020.3010754

D. Angelov, S. Ramamoorthy
Learning from Demonstration of Trajectory Preferences through Causal Modeling and Inference, In Proc.
Robotics: Science and Systems Workshop on Causal Imitation in Robotics (RSS18-CIR), 2018.

T. López-Guevara, R. Pucci, N.K. Taylor, M.U. Gutmann, S. Ramamoorthy, K. Subr
To Stir or Not to Stir: Online Estimation of Liquid Properties for Pouring Actions , In Proc. Robotics: Science and Systems 
Workshop on Learning and Inference in Robotics: Integrating Structure, Priors and Models (RSS18-LAIR), 2018.

Henrique Ferrolho, Wolfgang Merkt, Carlo Tiseo and Sethu Vijayakumar
Residual Force Polytope: Admissible Task-Space Forces of Dynamic Trajectories, Robotics and
Autonomous Systems (RAS), 2021.

Pimentel, J. M., Moioli, R. C., de Araujo, M. F. P., Ranieri, C. M., Romero, R. A. F., Broz, F., & Vargas, P. A. (2021). Neuro4PD: An 
Initial Neurorobotics Model of Parkinson’s Disease. Frontiers in eurorobotics, 15.https://doi.org/10.3389/fnbot.2021.640449
Pronin, S., Wellacott, L., Pimentel, J., Moioli, R. C., & Vargas, P. A. (2021). Neurorobotic Models of Neurological Disorders: A Mini 
Review. Frontiers in Neurorobotics, 15. https://doi.org/10.3389/ fnbot.2021.634045

Basile, Pierpaolo, Claudio Greco, Alessandro Suglia, Giovanni Semeraro
Bridging the gap between linked open data-based recommender systems and distributed representations. Information 
Systems 86 (2019): 1-8
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Basile, Pierpaolo, Alessandro Suglia, Claudio Greco, Giovanni Semeraro.
Deep learning and hierarchical reinforcement learning for modeling a conversational recommender
system. Intelligenza Artificiale 12.2 (2018): 125-141

E. Triantafyllidis, W. HU, C. McGreavy and Z. Li,
Metrics for 3D Object Pointing and Manipulation in Virtual Reality: The Introduction and Validation of a 
Novel Approach in Measuring Human Performance in IEEE Robotics & Automation Magazine, 2021, doi: 
10.1109/MRA.2021.3090070

Cetin, K., Suárez Zapico, C., Tugal, H., Petillot, Y., Dunnigan, M. W., & Erden, M. S.
(2021). Application of Adaptive and Switching Control for Contact Maintenance of a Robotic Vehicle- 
Manipulator System for Underwater Asset Inspection Frontiers in Robotics and AI. https://doi. org/10.3389/
frobt.2021.706558

È. Pairet, C. Chamzas, Y. Petillot, and L. Kavraki
Path Planning for Manipulation using Experience-driven Random Trees in IEEE Robotics and 
Automation
Letters. 2021

P. Ardón, Maria E. Cabrera, È. Pairet, R. Petrick, S. Ramamoorthy, K. Lohan, and Maya Cakmak Affordance-
aware Handovers with Human Arm Mobility Constraints in IEEE Robotics and Automation Letters. 2021

J. S. Willners, D. Gonzalez, J. D. Hernández, È. Pairet, and Y. Petillot
Online 3-Dimensional Path Planning with Kinematic Constraints in Unknown Environments Using
Hybrid-A* with Tree Pruning in Sensors. 2021

Jan Stankiewicz, Barbara Webb
Looking down: a model for visual route following in flying insects. Bioinspiration & Biomimetics 16.5 (2021): 
055007

Garforth, James, Barbara Webb
Lost in the Woods? Place Recognition for Navigation in Difficult Forest Environments. Frontiers in 
Robotics
and AI 7, 2020

I. H. Ahmed, C. Brewitt, I. Carlucho, F. Christianos, M. Dunion, E. Fosong, S. Garcin, S. Guo, B. Gyevnar, T. 
McInroe, G. PAPOUDAKIS, A. Rahman, L. Schäfer, M. Tamborski, G. Vecchio, C. Wang, S. V. Albrecht, Deep 
Reinforcement Learning for Multi-Agent Interaction. AI Communications, 35 (4), pp. 357-368 DOI: 10.3233/
AIC-220116, 2022

R. Smith, M. Dragone, 2022, A Dialogue-Based Interface for Active Learning of Activities of Daily 
Living. 27th International Conference on Intelligent User Interfaces (IUI), Helsinki, Finland. DOI: 
10.1145/3490099.3511130, 2022

E. Gkanias, L. Y. McCurdy, M. N. Nitabach, B. Webb, 2022, An incentive circuit for memory dynamics in the 
mushroom body of Drosophila melanogaster. eLife, 11:e75611. DOI: doi.org/10.7554/eLife.75611
2022

F.Acero, K. Yuan and Z. Li, "Learning Perceptual Locomotion on Uneven Terrains Using Sparse Visual 
Observations," in IEEE Robotics and Automation Letters, vol. 7, no. 4, pp. 8611-8618, Oct. 2022, doi: 10.1109/
LRA.2022.3188108.

Student Research Outputs -  
Journal Publications

Student Research Outputs -  
Conference Publications

Wenbin Hu, Iordanis Chatzinikolaidis, Kai Yuan, Zhibin Li 
Comparison Study of Nonlinear Optimization of Step Durations and Foot  Placement for Dynamic 
Walking. Proceedings of IEEE International  Conference on Robotics and Automation (ICRA), 2018, DOI  
10.1109/ICRA.2018.8461101

Qingbiao Li, Iordanis Chatzinikolaidis, Yiming Yang, Sethu Vijayakumar, Zhibin Li 
Robust Foot Placement Control for Dynamic Walking using Online Parameter Estimation, Proceedings 
of  IEEE-RAS International Conference on Humanoid Robots, 2017, DOI 10.1109/HUMANOIDS.2017.8239552

A. Vanzo, J. L. Part, Y. Yu, D. Nardi and O. Lemon
Incrementally Learning Semantic Attributes through Dialogue Interaction, to appear in Proceedings of 
the 17th International Conference on Autonomous Agents and Multiagent Systems (AAMAS), Stockholm, 
Sweden, July 2018

J. L. Part and O. Lemon
Incremental Online Learning of Objects for Robots Operating in Real Environments, in Proceedings of 
the 7th Joint IEEE International Conference on Development and Learning and on Epigenetic Robotics 
(ICDL-EPIROB), Lisbon, Portugal, September 2017

J. L. Part and O. Lemon
Teaching Robots through Situated Interactive Dialogue and Visual Demonstrations, in Proceedings of 
the 26th International Joint Conference on Artificial Intelligence (IJCAI), Melbourne, Australia, August 2017

Artjoms Šinkarovs, Sven-Bodo Scholz, Robert Stewart, and Hans-Nikolai Vießmann
Recursive Array Comprehensions in a Call-by-Value Language. In IFL 2017: 29th Symposium on the 
Implementation and Application of Functional Programming Languages, August 30-September 1, 2017, 
Bristol, United Kingdom.

Henderson, Graham, Daniel Gordon, and Sethu Vijayakumar
Identifying Invariant Gait Metrics for Exoskeleton Assistance. In Proceedings of IEEE Robio 2017, IEEE 
International Conference on Robotics and Biomimetics

Daniel F. N. Gordon, Christopher McGreavy, Andreas Christou and Sethu Vijayakumar, Human-in-the-
loop Optimisation of Exoskeleton Assistance via Online Simulation of Metabolic Cost, IEEE Transactions 
on Robotics (T-RO) 2022

Raluca Scona, Simona Nobili, Yvan R. Petillot, Maurice Fallon
Direct Visual SLAM Fusing Proprioception for a Humanoid Robot
In Proceedings of International Conference on Intelligent Robots and Systems (IROS) 2017
DOI: 10.1109/IROS.2017.8205943

Raluca Scona, Mariano Jaimez, Yvan R. Petillot, Maurice Fallon, Daniel Cremers 
StaticFusion: Background Reconstruction for Dense RGB-D SLAM in Dynamic Environments
In Proceedings of International Conference on Robotics and Automation (ICRA) 2018
DOI: 10.1109/ICRA.2018.8460681

Wolfgang Merkt, Yiming Yang, Theodoros Stouraitis, Christopher Mower, Maurice Fallon, Sethu 
Vijayakumar
Robust Shared Autonomy for Mobile Manipulation with Continuous Scene Monitoring. Proc.  13th IEEE 
Conference on Automation Science and Engineering, Xian, China (2017)

Yiming Yang, Vladimir Ivan, Wolfgang Merkt and Sethu Vijayakumar
Scaling Sampling–based Motion Planning to Humanoid Robots. Proc. IEEE International Conf. on 
Robotics and Biomimetics (ROBIO 2016), Qingdao, China (2016).
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Wolfgang Merkt, Vladimir Ivan, and Sethu Vijayakumar
Leveraging Precomputation with Problem Encoding for Warm-Starting Trajectory Optimization in 
Complex Environments. Proc. IEEE International Conf. on Intelligent Robots (IROS 2018), Madrid, Spain 
(2018)

Kai Yuan, Zhibin Li
A Unified Model Predictive Control Framework for Gait Planning and Feedback Control of Legged 
Locomotion. Proceedings 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems 
(IROS)

Gordon, D. F. N., Matsubara, T., Noda, T., Morimoto, J., and Vijayakumar, S. 
Bayesian Optimisation of Exoskeleton Design Parameters. Biomedical Robotics (BIOROB), 2018 IEEE 
International Conference on. IEEE, 2018.

Christian Rauch, Timothy Hospedales, Jamie Shotton, Maurice Fallon
Visual Articulated Tracking in the Presence of Occlusions, 2018 IEEE International Conference on Robotics 
and Automation (ICRA), Brisbane, Australia, 2018, pp. 643-650.
doi: 10.1109/ICRA.2018.8462873

È. Pairet, J. D. Hernández, M. Lahijanian, and M. Carreras
"Uncertainty-based Online Mapping and Motion Planning for Marine Robotics Guidance," in IEEE/RSJ 
International Conference on Intelligent Robots and Systems (IROS), 2018.

M. Campbell, I. Schlangen, E. Delande, and D. Clark 
Image Registration Using Single Cluster PHD Methods, in Advanced Maui Optical and Space Surveillance 
Technologies Conference, 2017.

K. S. Lohan, E. Sheppard, G. E. Little, G. Rajendran 
Distinguishing Children with ASD Using Pupil Diameter Metrics. 6th Joint IEEE International Conference 
on Development and Learning and on Epigenetic Robotics 2016

Tugal, H., Gautier, B., Kircicek, M. & Erden, M. S.
Hand-Impedance Measurement During Laparoscopic Training Coupled with Robotic Manipulators 28 Jun 
2018 (Accepted/In press) Proceedings of the 2018 IEEE/RSJ International Conference on Intelligent Robots 
and Systems (IROS 2018). IEEE

C. Yang, K. Yuan, W. Merkt, T. Komura, S. Vijayakumar, and Z. Li, 
"Deep Reinforcement Learning of Locomotion Skills for the Humanoid Valkyrie" , IEEE International 
Conference on Humanoid Robots (Humanoids), 2018 

Yiming Yang, Wolfgang Merkt, Vladimir Ivan, Sethu Vijayakumar
Planning in Time-Configuration Space for Efficient Pick-and-Place in Non-Static Environments with 
Temporal Constraints, Accepted to IEEE-RAS International Conference on Humanoid Robots, 2018.

Henrique Ferrolho, Wolfgang Merkt, Yiming Yang, Vladimir Ivan, Sethu Vijayakumar
Whole-Body End-Pose Planning for Legged Robots on Inclined Support Surfaces in Complex 
Environments, Accepted to IEEE-RAS International Conference on Humanoid Robots, 2018.

Y. Hristov, A. Lascarides, S. Ramamoorthy
Interpretable Latent Spaces for Learning from Demonstration, Conference on Robot Learning (CoRL), 2018.

Erden, M. S. & Chun, H-T. 
Muscle Activity Patterns Change with Skill Acquisition for Minimally Invasive Surgery: A Pilot Study
31 May 2018 (Accepted/In press) Proceedings of the 7th IEEE RAS/EMBS International Conference on 
Biomedical Robotics and Biomechatronics (BioRob 2018). 

Student Research Outputs -  
Conference Publications

João Moura, Mustafa Suphi Erden
Formulation of a Control and Path Planning Approach for a Cab Front Cleaning Robot . In Procedia 
CIRP, 5th International Conference on Through-life Engineering Services (TESConf), 2017, DOI: 10.1016/j.
procir.2016.09.024. 

Leopoldo Armesto, João Moura, Vladimir Ivan, Antonio Salas, and Sethu Vijayakumar
Learning Constrained Generalizable Policies by Demonstration. In Robotics: Science and Systems XIII 
(RSS), 2017, DOI: 10.15607/RSS.2017.XIII.036.

T. López-Guevara, N.K. Taylor, M.U. Gutmann, S. Ramamoorthy, K. Subr
Adaptable Pouring: Teaching Robots not to Spill Using Fast but Approximate Fluid Simulation, 
Conference on Robot Learning (CoRL), 2017. 

S. Penkov, A. Bordallo, S. Ramamoorthy
Physical symbol grounding and instance learning through demonstration and eye tracking, IEEE
International Conference on Robotics and Automation, 2017.

Frost, Gordon, David M. Lane, Nikolaos Tsiogkas, Daniele Spaccini, Chiara Petrioli, Maarja Kruusmaa, 
Victoria Preston, and Taavi Salumäe
MANgO: federated world Model using an underwater Acoustic NetwOrk. In OCEANS 2017-Aberdeen, pp. 
1-6. IEEE, 2017.

Tsiogkas, Nikolaos, Valerio De Carolis, and David M. Lane
Towards an online heuristic method for energy-constrained underwater sensing mission planning. In 
Intelligent Robots and Systems (IROS), 2017 IEEE/RSJ International Conference on, pp. 6801-6808. IEEE, 
2017.

Mocialov, B., Vargas, P. A., & Couceiro, M. S. 
Towards the Evolution of Indirect Communication for Social Robots. In Computational Intelligence (SSCI), 
2016 IEEE Symposium Series on (pp. 1-8). IEEE.

HC Lin, J Smith, KK Babarahmati, N Dehio, M Mistry
A Projected Inverse Dynamics Approach for Multi-arm Cartesian Impedance Control - ICRA 2018

N Dehio, J Smith, D Leroy, G Xin, HC Lin, JJ Steil, M Mistry
Modeling & Control of Multi-Arm and Multi-Leg Robots: Compensating for Object Dynamics during 
Grasping - ICRA 2018

G Xin, HC Lin, J Smith, O Cebe, M Mistry
A Model-based Hierarchical Controller for Legged Systems subject to External Disturbances - ICRA 2018

A Brock, T Lim, JM Ritchie, N Weston
SMASH: One-Shot Model Architecture Search through HyperNetworks. ICLR 2018

A Brock, T Lim, JM Ritchie, N Weston
Neural Photo Editing with Introspective Adversarial Networks. ICLR 2017

Ardón P, S. Ramamoorthy, K.S. Lohan
Object Affordances by Inferring on the Surroundings, In Proc. IEEE Workshop on Advance
Robotics and its Social Impact, 2018.

Brock, A., Lim, T., Ritchie, J. M. & Weston, N.
ConvNet-Based Optical Recognition for Engineering Drawings. ASME IDETC/CIE 2017

Brock, A., Lim, T., Ritchie, J. M. & Weston, N.
Context-Aware Content Generation for Virtual Environments. ASME IDETC/CIE 2016 
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È. Pairet, P. Ardón, F. Broz, M. Mistry, and Y. Petillot. 
Learning and Generalisation of Primitives Skills Towards Robust Dual-arm Manipulation, in AAAI Fall 
Symposium Series, Reasoning and Learning in Real-World Systems for Long-Term Autonomy (AAAI-FSS), 
2018.

M. Burke, Y. Hristov, S. Ramamoorthy
Hybrid system identification using switching density networks, Conference on Robot Learning (CoRL),
2019.

P. Ardón, È. Pairet, S. Ramamoorthy, and K. S. Lohan.
Towards Robust Grasps, Using the Environment Semantics for Robotic Object Affordances, in AAAI Fall 
Symposium Series, Reasoning and Learning in Real-World Systems for Long-Term Autonomy (AAAI-FSS), 
2018.

J. L. Part and O. Lemon 
Towards a Robot Architecture for Situated Lifelong Object Learning, to appear in Proceedings of the IEEE/
RSJ International Conference on Intelligent Robots and Systems (IROS), Macau, China, November 2019

J. H. Ng, R. Petrick 
Incremental Learning of Action Models in Model-based Reinforcement Learning, International Joint 
Conferences on Artificial Intelligence (2019).

D. Angelov, Y. Hristov, S. Ramamoorthy
Using Causal Analysis to Learn Specifications from Task Demonstrations, In Proc. International 
Conference on Autonomous Agents and Multiagent Systems (AAMAS), 2019.

D. Angelov, Y. Hristov, S. Ramamoorthy 
DynoPlan: Combining Motion Planning and Deep Neural Network based Controllers for Safe HRL, In 
Proc. The Multi-disciplinary Conference on Reinforcement Learning and Decision Making (RLDM), 2019.

È. Pairet, P. Ardón, M. Mistry, and Y. Petillot
Learning and Composing Primitive Skills for Dual-arm Manipulation, in Annual Conference Towards 
Autonomous Robotic Systems (TAROS19). Advanced Robotics at Queen Mary (ARQ) best paper award.

P. Ardón, È. Pairet, R. Petrick, S. Ramamoorthy, and K. S. Lohan 
Reasoning on Grasp-Action Affordances, in Annual Conference Towards Autonomous Robotic Systems 
(TAROS19). Best paper award finalist.

È. Pairet, P. Ardón, X. Liu, J. Lopes, H. Hastie, and K. S. Lohan
A Digital Twin for Human-Robot Interaction, in ACM/IEEE International Conference on Human-Robot 
Interaction (HRI), 2019.

Carreno, Y., Petrick, R.P. and Petillot, Y. 
Multi-Agent Strategy for Marine Applications via Temporal Planning. In 2019 IEEE Second International 
Conference on Artificial Intelligence and Knowledge Engineering (AIKE) (pp. 243-250). IEEE. June 2019.

Carreno, Y., Petrick, R.P. and Petillot, Y. 
Towards Long-Term Autonomy Based on Temporal Planning. In Annual Conference Towards 
Autonomous Robotic Systems (pp. 143-154). Springer, Cham. July 2019.

Daniel E. Clark, Mark Campbell 
Joint Multi-Target Tracking and Parameter Estimation with the Second-Order Factorial Cumulant Filter. 
2019 22nd International Conference on Information Fusion (FUSION). Ottawa, Canada.

Ben Krause, Emmanuel Kahembwe, Iain Murray, and Steve Renals
Dynamic Evaluation of Neural Sequence Models. Proceedings of the 35th International Conference on 
Machine Learning, PMLR 80:2766-2775, 2018.

João Moura, Vladimir Ivan, Mustafa Suphi Erden, and Sethu Vijayakumar
Equivalence of the Projected Forward Dynamics and the Dynamically Consistent Inverse Solution. 
Robotics: Science and Systems XV (RSS), 2019, DOI: 10.15607/RSS.2019.XV.036. [Best Paper Award Finalist]

Y. Hristov, D. Angelov, A. Lascarides, M. Burke, S. Ramamoorthy
Disentangled Relational Representations for Explaining and Learning from Demonstration, Conference 
on Robot Learning (CoRL), 2019.

Wolfgang Merkt, Vladimir Ivan and Sethu Vijayakumar
Continuous-Time Collision Avoidance for Trajectory Optimisation in Dynamic Environments, Proc. IEEE 
Intl. Conf. on Intelligent Robots and Systems (IROS 2019), Macau, China (2019).

Chris Mower, Wolfgang Merkt, Aled Davies and Sethu Vijayakumar
Comparing Alternate Modes of Teleoperation for Constrained Tasks, Proc. 15th IEEE Intl. Conf. on 
Automation Science and Engineering (CASE 2019), Vancouver, BC, Canada (2019).

Wolfgang Merkt, Vladimir Ivan, Yiming Yang and Sethu Vijayakumar
Towards Shared Autonomy Applications using Whole-body COntrol Formulations of Locomanipulation, 
Proc. 15th IEEE Intl. Conf. on Automation Science and Engineering (CASE 2019), Vancouver, BC, Canada 
(2019).

H.-N. Vießmann, A. Šinkarovs, and S.-B. Scholz
Extended Memory Reuse: An Optimisation for Reducing Memory Allocations. In Proceedings of the 30th 
Symposium on Implementation and Application of Functional Languages (IFL 2018), Lowell, MA, USA, 
September 2018.

A. Šinkarovs, R. Bernecky, H.-N. Vießmann, and S.-B. Scholz 
A Rosetta Stone for Array Languages. In Proceedings of the 5th ACM SIGPLAN International Workshop on 
Libraries, Languages, and Compilers for Array Programming (ARRAY 2018). New York, NY, USA, June 2018.

A. Šinkarovs, S.-B. Scholz, R. Stewart, and H.-N. Vießmann
Recursive Array Comprehensions in a Call-by-Value Language. In Proceedings of the 29th Symposium 
on the Implementation and Application of Functional Programming Languages (IFL 2017). New York, NY, 
USA, September 2017. https://doi.org/10.1145/3205368.3205373

James Garforth, Barbara Webb
Visual Appearance Analysis of Forest Scenes for Monocular SLAM. Proceedings of IEEE International 
Conference on Robotics and Automation (ICRA), 2019, DOI:10.1109/ICRA.2019.8793771

M. Burke, S.V. Penkov, S. Ramamoorthy
From explanation to synthesis: Compositional program induction for learning from demonstration, 
Robotics: Science and Systems (R:SS), 2019.

S.V. Penkov, S. Ramamoorthy
Learning programmatically structured representations with perceptor gradients, In Proc. International 
Conference on Learning Representations (ICLR), 2019.

E. Nault, L. Baillie, and F. Broz
Auditory and Haptic Feedback in a Socially Assistive Robot Memory Game, in Companion of the 2020 
ACM/IEEE International Conference on Human-Robot Interaction, 2020, pp. 369–371.

E. Nault, L. Baillie, F. Broz, 2022, Investigating the Usability of a Socially Assistive Robotic Cognitive 
Training Task with Augmented Sensory Feedback Modalities for Older Adults. In 2022 31st IEEE 
International Conference on Robot and Human Interactive Communication (RO-MAN), Naples, Italy. DOI: 
10.1109/RO-MAN53752.2022.9900825 2022

Student Research Outputs -  
Conference Publications
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R. Smith, Y. Ding, G. Goussetis, and M. Dragone
A COTS (UHF) RFID Floor for Device-Free Ambient Assisted Living Monitoring. In Proceedings of the 11th 
International Symposium on Ambient Intelligence (ISAmI), 2020.

R. Smith, M. Dragone, 2022, A Dialogue-Based Interface for Active Learning of Activities of Daily 
Living. 27th International Conference on Intelligent User Interfaces (IUI), Helsinki FINLAND. DOI: 
10.1145/3490099.3511130. 2022

Ardón, P.; Pairet,  È.; Y. Petillot;  Petrick, R.; Ramamoorthy, S.; and Lohan, K. S.
Self-Assessment of Grasp Affordance Transfer. IEEE/RSJ International Conference on Intelligent Robots 
and Systems (IROS). October 2020.

D. Robb, M. Ahmad, C. Tiseo, S. Aracri, A. C. McConnell, V. Page, C. Dondrup, F. Garcia, H. Nguyen, È. Pairet, 
P. Ardón, T. Semwal, H. Taylor, L. Wilson, D. Lane, H. Hastie, and K. Lohan
Robots in the Danger Zone: Exploring Public Perception through Engagement, in ACM/IEEE 
International Conference on Human-Robot Interaction (HRI), 2020.

W. Hu, I. Chatzinikolaidis, K. Yuan, and Z. Li 
Comparison Study of Nonlinear Optimization of Step Durations and Foot Placement for Dynamic 
Walking , IEEE International Conference on Robotics and Automation (ICRA), 2018

Y. Carreno, È. Pairet, Y. Petillot, and R. Petrick
A Decentralised Strategy for Heterogeneous AUV Missions via Goal Distribution and Temporal Planning, 
in International Conference on Automated Planning and Scheduling (ICAPS), 2020.

Y. Carreno, È. Pairet, Y. Petillot, and R. Petrick
Task Allocation Strategy for Heterogeneous Robot Teams in Offshore Missions, in International 
Conference on Autonomous Agents and Multiagent Systems (AAMAS), 2020.

Henrique Ferrolho, Wolfgang Merkt, Vladimir Ivan, Wouter Wolfslag, Sethu Vijayakumar
Optimizing Dynamic Trajectories for Robustness to Disturbances Using Polytopic Projections, in IEEE/RSJ 
International Conference on Intelligent Robots and Systems (IROS), Las Vegas, USA, 2020.

Z. Sun, K. Yuan, W. Hu, C. Yang, and Z. Li
Learning Pre-Grasp Manipulation for Objects in Un-graspable Poses, IEEE International Conference on 
Robotics and Automation (ICRA), 2020 

C. McGreavy, K. Yuan, D. Gordon, K. Tan, W. Wolfslag, S. Vijayakumar, and Z. Li
Unified Push Recovery Fundamentals: Inspiration from Human Study, IEEE International Conference on 
Robotics and Automation (ICRA), 2020 

K. Yuan and Z. Li
An Improved Formulation for Model Predictive Control of Legged Robots for Gait Planning and Feedback 
Control, IEEE-RAS International Conference on Intelligent Robots and Systems (IROS), 2018

Paulius Dilkas, Vaishak Belle
Generating Random Logic Programs Using Constraint Programming. Proceedings of the 26th 
International Conference on Principles and Practice of Constraint Programming (CP), 2020

Z Hong, Y Petillot, S Wang
RadarSLAM: Radar based Large-Scale SLAM in All Weathers. In Proceedings of International Conference
on Intelligent Robots and Systems (IROS) 2020

Student Research Outputs -  
Conference Publications

Yaniel Carreno, Yvan Petillot, and Ronald P. A. Petrick
Towards Robust Mission Execution via Temporal and Contingent Planning. In Proceedings of the 21st 
Towards Autonomous Robotic Systems (TAROS) Conference, 2020.

Caetano Ranieri, Renan Moioli, Roseli Romero, Mariana Araújo, Maxwell Santana, Jhielson Pimentel and 
Patrícia Vargas 
Unveiling Parkinson’s Disease Features from a Primate Model with Deep Neural Networks. Proceedings 
of IEEE World Congress on Computational Intelligence (WCCI)/International Joint Conference on Neural 
Networks (IJCNN), 2020.

Wouter Wolfslag, Christopher McGreavy, Guiyang Xin, Carlo Tiseo, Sethu Vijayakumar, Zhibin Li
Optimisation of Body-ground Contact for Augmenting Whole-Body Loco-manipulation of Quadruped 
Robots IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2020

Hugo Sardinha, Mauro Dragone, Patricia A. Vargas
Combining Lévy Walks and Flocking for Cooperative Surveillance using Aerial Swarms
(To appear in) Proceedings of the 17th European Conference on Multi-Agent Systems (EUMAS 2020)

Hugo Sardinha, Mauro Dragone, Patricia A. Vargas
Towards an Adaptive Lévy  Walk using Artificial Endocrine Systems
(To appear in) Proceedings of the 12th International Conference on Adaptive and Self-Adaptive Systems 
and Applications (ADAPTIVE 2020)

Paulius Dilkas, Vaishak Belle 
Weighted Model Counting with Conditional Weights for Bayesian Networks
Conference on Uncertainty in Artificial Intelligence (UAI), 2021

Shreyank N. Gowda, Panagiotis Eustratiadis, Timothy M. Hospedales, Laura Sevilla-Lara
ALBA: Reinforcement Learning for Video Object Segmentation. 
In Proceedings of the 31st British Machine Vision Conference, 2020 (BMVC-20)
 
Shreyank N. Gowda, Marcus Rohrbach, Laura Sevilla-Lara
SMART Frame Selection for Action Recognition.
In Proceedings of the Thirty-Fifth AAAI Conference on Artificial Intelligence, 2021 (AAAI-21)

Henrique Ferrolho, Vladimir Ivan, Wolfgang Merkt, Ioannis Havoutis, Sethu Vijayakumar
Inverse Dynamics vs. Forward Dynamics in Direct Transcription Formulations for Trajectory Optimization, 
in IEEE International Conference on Robotics and Automation (ICRA), Xi'an, China, 2021

Lyons, B. I., and J. Michael Herrmann
Reflexive Reinforcement Learning: Methods for Self-Referential Autonomous Learning. 
IJCCI. 2020.

Suglia, Alessandro, et al.
CompGuessWhat?!: A Multi-task Evaluation Framework for Grounded Language Learning.
Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. 2020. 

Suglia, Alessandro, et al. 
Imagining Grounded Conceptual Representations from Perceptual Information in Situated Guessing 
Games.
Proceedings of the 28th International Conference on Computational Linguistics. 2020.

Suglia, Alessandro, et al. 
An Empirical Study on the Generalization Power of Neural Representations Learned via Visual Guessing 
Games.
Proceedings of the 16th Conference of the European Chapter of the Association for Computational 
Linguistics: Main Volume. 2021.
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Student Research Outputs -  
Conference Publications

Foulds, Olivia, Alessandro Suglia, Leif Azzopardi, Martin Halvey. 
Predicting Perceptual Speed from Search Behaviour.
Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in 
Information Retrieval. 2020.

Theodoros Stouraitis, Lei Yan, João Moura, Michael Gienger and Sethu Vijayakumar
Multi-mode Trajectory Optimization for Impact-aware Manipulation
In IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2020, DOI: 10.1109/
IROS45743.2020.9341246. 

Christopher E. Mower, João Moura, and Sethu Vijayakumar
Skill-based Shared Control. 
In Robotics: Science and Systems XVII (R:SS), 2021, DOI: 10.15607/RSS.2021.XVII.028. 

E. Triantafyllidis and Z. Li 
The Challenges in Modeling Human Performance in 3D Space with Fitts’ Law
 in CHI Conference on Human Factors in Computing Systems (CHI ’21). Association for Computing 
Machinery, May 8–13, 2021, Yokohama, Japan. ACM, New York, NY, USA. DOI: 10.1145/3411763.3443442

Miruna Adriana Clinciu, Arash Eshghi, H. Hastie
A Study of Automatic Metrics for the Evaluation of Natural Language Explanations
In Proceedings of the 16th Conference of the European Chapter of the Association for Computational 
Linguistics: Main Volume (EACL), 2021.

David Howcroft, Anya Belz, Miruna Clinciu, Dimitra Gkatzia, Sadid A. Hasan, Saad Mahamood, Simon 
Mille, Emiel van Miltenburg, Sashank Santhanam, and Verena Rieser
Twenty Years of Confusion in Human Evaluation: NLG Needs Evaluation Sheets and Standardised 
Definition
In Proceedings of the 14th International Conference on Natural Language Generation (INLG), 2020.

Jonatan Scharff Willners, Yaniel Carreno, Shida Xu, Tomasz Luczynski, Sean Katagiri, Joshua Roe, Eric 
Pairet, Yvan Petillot, and Sen Wang
Robust underwater SLAM using Autonomous Relocalistion.
IFAC Conference on Control Applications in Marine Systems, 2021.

Christianos Filippos, Schäfer Lukas, and Albrecht Stefano 
Shared Experience Actor-Critic for Multi-Agent Reinforcement Learning
In Advances in Neural Information Processing Systems (NeurIPS), 2020.

Christianos Filippos, Papoudakis Georgios, Rahman Arrasy, and Albrecht Stefano
Scaling Multi-Agent Reinforcement Learning with Selective Parameter Sharing
In Proceedings of the 38th International Conference on Machine Learning (ICML), 2021.

Rahman Arrasy, Hopner Niklas, Christianos Filippos, and Albrecht Stefano.
Open Ad Hoc Teamwork Using Graph-Based Policy Learning.
In Proceedings of the 38th International Conference on Machine Learning (ICML), 2021.

Rahman Arrasy, Hopner Niklas, Christianos Filippos, and Albrecht Stefano.
Open Ad Hoc Teamwork Using Graph-Based Policy Learning.
In Proceedings of the 38th International Conference on Machine Learning (ICML), 2021.

Georgios Pantazopoulos, Jeremy Bruyere, Malvina Nikandrou, Thibaud Boissier, Supun Hemanthage, 
Sachish Binha, Vidyul Shah, Christian Dondrup, and Oliver Lemon
ViCA: Combining visual, social, and task-oriented conversational AI in a healthcare setting
International Conference on Multimodal Interaction (ICMI) 2021 (to appear)
 
Alessandro Suglia, Yonatan Bisk, Ioannis Konstas, Antonio Vergari, Emanuele Bastianelli, Andrea Vanzo 
and Oliver Lemon
An Empirical Study on the Generalization Power of Neural Representations Learned via Visual Guessing 
Games Proceedings of EACL 2021  
 
Nancie Gunson, Weronika Sieinska, Yanchao Yu, Daniel Hernandez Garcia, Jose L. Part, Christian 
Dondrup, Oliver Lemon 
Coronabot: A Conversational AI System for Tackling Misinformation. 
ACM International Conference on Information Technology for Social Good (GoodIT 2021)

Jose Part, Daniel Hernandez-Garcia, Yanchao Yu, Nancie Gunson, Christian Dondrup, Oliver Lemon 
Towards Visual Dialogue for Human-Robot Interaction, 
Human-Robot Interaction (HRI 2021), video demonstration
 
Daniel Hernandez Garcia, Yanchao Yu, Weronika Sieinska, Jose Part, Nancie Gunson, Oliver Lemon and 
Christian Dondrup
Explainable Representations of the Social State: A Model for Social Human-Robot Interactions 
AAAI Fall Symposium on AI for HRI, 2020
 
Nancie Gunson,  Weronika Sieinska, Christian Dondrup, and Oliver Lemon
It's Good to Chat? Evaluation and Design Guidelines for Combining Open-Domain Social Conversation 
with Task-Based Dialogue in Intelligent Buildings
in Proc. 20th ACM International Conference on Intelligent Virtual Agents (IVA)  2020

Weronika Sieinska, Nancie Gunson, Christopher Walsh, Christian Dondrup, and Oliver Lemon
Conversational Agents for Intelligent Buildings.  Proceedings of SIGDIAL 2020
 
Xinnuo Xu, Ondřej Dušek, Verena Rieser, Ioannis Konstas
AGGGEN: Ordering and Aggregating while Generating
Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th 
International Joint Conference on Natural Language Processing (Volume 1: Long Papers). ACL 2021

Karin Sevegnani, David M. Howcroft, Ioannis Konstas, Verena Rieser. 
OTTers: One-turn Topic Transitions for Open-Domain Dialogue
Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th 
International Joint Conference on Natural Language Processing (Volume 1: Long Papers)

Xinnuo Xu, Ondřej Dušek, Jingyi Li, Verena Rieser, Ioannis Konstas
Fact-based Content Weighting for Evaluating Abstractive Summarisation
Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics. ACL 2020.

Xinnuo Xu, Ondřej Dušek, Ioannis Konstas, Verena Rieser
Better Conversations by Modeling, Filtering, and Optimizing for Coherence and Diversity
Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing. EMNLP 
2018.

P. Ardón, È. Pairet, K. Lohan, S. Ramamoorthy, and R. Petrick
Building Affordance Relations for Robotic Agents - A Survey - A Survey
 in Intl. Joint Conf. on Artificial Intelligence. 2021.

Christopher E. Mower, Joao Moura, Aled Davies and Sethu Vijayakumar
Modulating Human Input for Shared Autonomy in Dynamic Environments
2019 28th IEEE International Conference on Robot and Human Interactive Communication (RO-MAN), 
2019, pp. 1-8.
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Student Research Outputs -  
Conference Publications

Christopher E. Mower, Joao Moura, and Sethu Vijayakumar
Skill-based Shared Control. Robotics: Science and Systems (R:SS), 2021.

Traiko Dinev, Wolfgang Xaver Merkt, Vladimir Ivan, Ioannis Havoutis and Sethu Vijayakumar
Sparsity-Inducing Optimal Control via Differential Dynamic Programming
 Proc. IEEE International Conference on Robotics and Automation (ICRA 2021), Xian, China (2021)

Traiko Dinev, Songyang Xin, Wolfgang Merkt, Vladimir Ivan and Sethu Vijayakumar
Modeling and Control of a Hybrid Wheeled Jumping Robot
 Proc. IEEE/RSJ Intl. Conf. on Intelligent Robots and Systems (IROS 2020), Las Vegas, USA (2020)

Traiko Dinev, C. Mastalli, V. Ivan, S. Tonneau, S. Vijayakumar. ‘A Versatile Co-Design
Approach For Dynamic Legged Robots’. In IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), Kyoto, Japan, 2022.

Josiah P. Hanna, Arrasy Rahman, Elliot Fosong, Francisco Eiras, Mihai Dobre, John Redford, Subramanian 
Ramamoorthy, Stefano V. Albrecht
Interpretable Goal Recognition in the Presence of Occluded Factors for Autonomous Vehicles
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2021

Ibrahim H. Ahmed, Josiah P. Hanna, Elliot Fosong, Stefano V. Albrecht
Towards Quantum-Secure Authentication and Key Agreement via Abstract Multi-Agent Interaction
International Conference on Practical Applications of Agents and Multi-Agent Systems (PAAMS), 2021

R. Mirsky, I. Carlucho, A. Rahman, Elliot Fosong, W. Macke, M. Sridharan, P. Stone, S. V. Albrecht, 2022, A 
Survey of Ad Hoc Teamwork Research. 19th European Conference on Multi-Agent Systems: EUMAS 2022, 
Düsseldorf GERMANY, 2022

Nathan Western, Xianwen Kong, Mustafa Suphi Erden
Design of a Train Cleaning Robot for the Train Carriage Interior
31st CIRP Design Conference 2021 (CIRP Design 2021), DOI 10.1016/j.procir.2021.05.040

Mateusz Ochal, Jose Vazquez, Yvan Petillot, Sen Wang
A Comparison of Few-Shot Learning Methods for Underwater Optical and Sonar Image Classification
Global Oceans 2020: Singapore – U.S. Gulf Coast

C. Yang, M. Ochal, Amos Storkey, and Elliot J. Crowley. Prediction-Guided Distillation for Dense Object 
Detection. European Conference on Computer Vision: ECCV 2022, Tel Aviv, Israel

H. Fraser and S. Wang
DeepBEV: A Conditional Adversarial Network for Bird's Eye View Generation,
2020 25th International Conference on Pattern Recognition (ICPR), 2021, pp. 5581-5586, doi: 10.1109/
ICPR48806.2021.9412516.

Papoudakis Georgios, Christianos Filippos, Schäfer Lukas, and Albrecht Stefano V.
Benchmarking Multi-Agent Deep Reinforcement Learning Algorithms in Cooperative Tasks
In Proceedings of the Neural Information Processing Systems Track on Datasets and Benchmarks, 2021

Jan Stankiewicz and Barbara Webb
Using the Neural Circuit of the Insect Central Complex for Path Integration on a Micro Aerial Vehicle.
Conference on Biomimetic and Biohybrid Systems. Springer, Cham, 2020.

Borja Marin, Keith Brown, Mustafa Suphi Erden
Automated Masonry Crack Detection with Faster R-CNN
To appear in Proc. 17th IEEE Intl. Conf. On Automation Science and Engineering (CASE 2021), Lyon, France (2021).

Wellacott, L., Nault, E., Skottis, I., Colle, A., Gowda, S. N., Nicolay, P., Rolley-Parnell, E.
(2021). Test Framework for a Virtual Competition Testbed
UKRAS21 Conference: Robotics at home Proceedings, 11-12. doi: 10.31256/Iq9Ki4X  preprint

Y. Ding, SA.M. Wallace, S. Wang, 2022, Variational Simultaneous Stereo Matching and Defogging in Low Visibility. British 
Machine Vision Conference: BMVC 2022, London UK.(accepted, awaiting publication)

 I. Voysey, L. Baillie, J. Williams, J. M. Herrmann, 2022, Influence of Animallike Affective Non-verbal    Behavior on Children’s 
Perceptions of a Zoomorphic Robot. International Conference on Robot and Human Interactive Communication: RO-MAN 
2022, Naples Italy. DOI: 10.1109/RO-MAN53752.2022.9900621

A. Christou, D. Gordon (CDT graduate), T. Stouraitis (CDT graduate), S. Vijayakumar, 2022, Designing Personalised 
Rehabilitation Controllers using Offline Model-Based Optimisation, International Conference on Robotics and Biomimetics: 
RoBio 2022 [accepted, awaiting publication]

S. N Gowda, Laura Sevilla-Lara., Frank Keller and Marcus Rohrbach, 2022. Claster: clustering with reinforcement learning 
for zero-shot action recognition. In European Conference on Computer Vision (pp. 187-03). Springer, Cham. https://doi.
org/10.1007/978-3-031-20044-1_11

S. N Gowda, Marcus Rohrbach, Frank Keller and Laura Sevilla-Lara, 2022. Learn2Augment: Learning to Composite Videos 
for Data Augmentation in Action Recognition. In European Conference on Computer Vision (pp. 242-259). Springer, Cham. 
https://doi.org/10.1007/978-3-031-19821-2_14

A.Christou, D. Gordon (CDT graduate), T. Stouraitis (CDT graduate), S. Vijayakumar, 2022, Designing Personalised 
Rehabilitation Controllers using Offline Model-Based Optimisation, International Conference on Robotics and Biomimetics: 
RoBio 2022 [Accepted, Awaiting Publication]

T. Dinev, S. Xin, W. Merkt, V. Ivan, S. Vijayakumar. ‘Modeling and Control of a Hybrid Wheeled Jumping Robot’. In 
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Las Vegas, USA, 2020.

T. Dinev, W. Merkt , V. Ivan, I. Havoutis, S. Vijayakumar. ‘Sparsity-Inducing Optimal Control via Differential 
Dynamic Programming’. In IEEE International Conference on Robotics and Automation (ICRA), Xi’an, China, 
2021.

T. Dinev, C. Mastalli, V. Ivan, S. Tonneau, S. Vijayakumar. ‘A Versatile Co-Design Approach For Dynamic Legged 
Robots’. In IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Kyoto, Japan, 2022.

Shreyank N Gowda, Laura Sevilla-Lara., Frank Keller and Marcus Rohrbach, 2022. Claster: clustering with 
reinforcement learning for zero-shot action recognition. In European Conference on Computer Vision (pp. 187-
203). Springer, Cham. https://doi.org/10.1007/978-3-031-20044-1_11

Shreyank N Gowda, Marcus Rohrbach, Frank Keller and Laura Sevilla-Lara, 2022. Learn2Augment: Learning 
to Composite Videos for Data Augmentation in Action Recognition. In European Conference on Computer 
Vision (pp. 242-259). Springer, Cham. https://doi.org/10.1007/978-3-031-19821-2_14

https://arxiv.org/pdf/2107.00443.pdf
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Student Research Outputs -  
Workshop Papers
S. Penkov, S. Ramamoorthy
Using program induction to interpret transition system dynamics,, In Proc. ICML Workshop on Human
Interpretability in Machine Learning (ICML-WHI), 2017.

T. Davchev, T. Korres, S. Fotiadis, N. Antonopoulos, S. Ramamoorthy
An empirical evaluation of adversarial robustness under transfer learning, In Proc. ICML Workshop on
Understanding and Improving Generalization in Deep Learning, 2019.

Yordan Hristov, Svetlin Penkov, Alex Lascarides, Subramanian Ramamoorthy
Grounding Symbols in Multi-Modal Instructions, Language Grounding for Robotics Workshop, Annual
Meeting of the Association for Computational Linguistics (ACL), 2017.

I.Papaioannou, A. Cercas Curry, J. L. Part, I. Shalyminov, X. Xu, Y. Yu, O. Dušek, V. Rieser, and O. Lemon An Ensemble Model 
with Ranking for Social Dialogue, in Workshop on Conversational AI at the Conference on Neural Information Processing 
Systems (NIPS), Long Beach, CA, USA, December 2017.

M. Campbell and D. Clark
Time-Lapse Estimation for Optical Telescope Sequences, in Geolocation and Navigation in Space and
Time, 2018.

E.Sheppard, K. S. Lohan, G.E. Little , L. Bonnar , S. Kelly and G. Rajendran
Understanding the difference in pupil dilation between children with and without ASD during a joint attention memory 
task, 3rd Workshop on Child-Robot Interaction at Human-Robot Interaction 2017

Carreno, Y., Petrick, R.P. and Petillot, Y.
Multi-Vehicle Temporal Planning for Underwater Applications. In ICAPS 2019 Workshop on Planning and
Robotics (PlanRob). July 2019.

A Brock, T Lim, JM Ritchie, N Weston
Generative and Discriminative Voxel Modeling with Convolutional Neural Networks. Selected for Oral presentation at 3D 
Deep Learning Workshop, NIPS 2016

A Brock, T Lim, JM Ritchie, N Weston
FreezeOut: Accelerate Training by Progressively Freezing Layers. Optimization workshop, NIPS 2017

Mocialov, B., Turner, G., Lohan K., Hastie H.
Towards Continuous Sign Language Recognition with Deep Learning. In Proceedings of the Workshop on the Creating 
Meaning With Robot Assistants: The Gap Left by Smart Devices, 2017.

Mocialov, B., Hastie, Helen., Turner, Graham
Transfer Learning for British Sign Language Modelling (Accepted at the COLING conference, the Fifth
Workshop on NLP for Similar Languages, Varieties and Dialects, 2018)

Ben Krause, Emmanuel Kahembwe, Iain Murray, and Steve Renals
Exploiting repetitions in music with dynamic evaluation. Proceedings of the ICML Machine Learning for Music Discovery 
Workshop (ML4MD), Extended Abstract, Long Beach, 2019

Artjoms Šinkarovs, Robert Bernecky, Hans-Nikolai Vießmann, and Sven-Bodo Scholz
2018. A Rosetta Stone for array languages. In Proceedings of the 5th ACM SIGPLAN International Workshop on Libraries, 
Languages, and Compilers for Array Programming/(ARRAY 2018). ACM, New York, NY, USA, 1-10. DOI: https://doi.
org/10.1145/3219753.3219754

J. L. Part and O. Lemon
Incremental On-Line Learning of Object Classes using a Combination of Self-Organizing Incremental Neural Networks 
and Deep Convolutional Neural Networks, in Workshop on Bio-inspired Social Robot Learning in Home Scenarios at the 
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Daejeon, Korea, October 2016.

J. H. Ng, R. Petrick
“Incremental Learning of Action Models for Planning”, Workshop on Knowledge Engineering for Planning and Scheduling 
(KEPS) (2019)

P. McKenna, F. Broz, I. Keller, J. L. Part, G. Rajendran and R. Aylett
Towards Robot-Assisted Social Skills Training for Adults with ASC, in Workshop on the Challenges of Working on Social 
Robots that Collaborate with People at the ACM Conference on Human Factors in Computing Systems (CHI), Glasgow, UK, 
May 2019

Carreno, Y., Petrick, R.P. and Petillot, Y.
Multi-Vehicle Temporal Planning for Underwater Applications. In ICAPS 2019 Workshop on Planning and
Robotics (PlanRob). July 2019

Colle, A., & Gaudl, S. E. (2020)
Non-Zoomorphic Robots : The Role of Aesthetics in Social Robotic Design. HRI ’20 Companion, 23–26.

R. Smith
Adaptivity as a Service (AaaS): Enabling Deep Personalisation for a Heterogeneous Ambient Assisted Living Landscape. 
In Proceedings of the Workshop on Behavioural Patterns and Interaction Modelling for Personalized Human-Robot 
Interaction at the ACM/IEEE International Conference on Human-Robot Interaction, 2020.

Pierre Le Bras, Yaniel Carreno, Alan Lindsay, Ronald Petrick and Mike Chantler
2020. Plan-Curves: Visualizing Multi-Agent Temporal Plans. In Proceedings of ICAPS Workshop in
Knowledge Engineering for Planning and Scheduling (KEPS).

Gavriilidis, K., Carreno, Y., Munafo, A., Pang, W., Petrick, R.P. and Hastie, H.
2021. Plan Verbalisation for Robots Acting in Dynamic Environments
In Proceedings of ICAPS Workshop in Knowledge Engineering for Planing and Scheduling (KEPS)

E. Triantafyllidis and Z. Li,
Considerations and Challenges of Measuring Operator Performance in Telepresence and Teleoperation
Entailing Mixed Reality Technologies,
in CHI Conference on Human Factors in Computing Systems Workshop CHI ’21 (Evaluating User Experiences in Mixed 
Reality). Association for Computing Machinery, May 7, 2021, Yokohama, Japan. ACM, New York, NY, USA

Miruna Clinciu, Arash Eshghi and Helen Hastie
I don't understand! Evaluation Methods for Natural Language Explanations
In Proceedings of the SICSA eXplainable Artifical Intelligence Workshop 2021 (SICSA XAI 2021), Aberdeen,
United Kingdom, June 1st, 2021.

Miruna Clinciu, Dimitra Gkatzia and Saad Mahamood
It’s Common Sense, isn’t it? Demystifying Human Evaluations in Commonsense-enhanced NLG systems
In Proceedings of the Workshop on Human Evaluation of NLP Systems (HumEval, EACL), 2021

Miruna-Adriana Clinciu and Helen Hastie
Let's Evaluate Explanations!
In Proceedings of HRI 2020 Workshop on Test Methods and Metrics for Effective HRI in Real World Human- Robot Teams 
(Extended Abstract), 2020.

Gavriilidis, K., Carreno, Y., Munafo, A., Pang, W., Petrick, R. P. A., Hastie, H.
2021. Plan Verbalisation for Robots Acting in Dynamic Environments
In Proceedings ICAPS Workshop in Knowledge Engineering for Planning and Scheduling (KEPS)

Carreno, Y., Scharff Willners, J., Petillot, Y. R., and Petrick, R. P. A.,
2021. Situation-Aware Task Planning for Robust AUV Exploration in Extreme Environments In IJCAI Workshop on Robust 
and Reliable Autonomy in the Wild (R2A W)

Carreno, Y., Le Bras, P., Pairet, E., Ardon, P., Chantler, M. J., Petrick, R. P. A., 2021. An Integrated Framework for Remote 
Planning
In Proceedings ICAPS Workshop on Integrated Planning, Acting, and Execution (lntEx)

Carreno, Y., Lindsay, A. and Petrick, R.P.A.,
2021. Explaining Temporal Plans with Incomplete Knowledge and Sensing Information In Proceedings ICAPS Workshop on 
Explainable AI Planning (XAIP).
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Ng, J.H.A., Carreno, Y., Petillot, Y., Petrick, R.P.A.,
2021. Combining Temporal and Probabilistic Planning for Robots Operating in Extreme Environments In Proceedings 
ICAPS Workshop on Planning and Robotics (PlanRob)

Alexandre Colle, Ronnie Smith, Scott Macleod, Mauro Dragone
Co-Design of Assistive Robotics with Additive Manufacturing and Cyber-Physical Modularity to Improve Trust REDOUBLE 
2021 Roman-2021 August 8th 2021

R. Ramanayake, V. Nallur, R. Smith, M. Dragone, 2022, What Do We Really Want? - Looking for Nuance in Eldercare 
Situations. Workshop on Care Robots for Older Adults at 31st IEEE International Conference on Robot & Human Interactive 
Communication (RO-MAN), Naples ITALY. 2022

E. Triantafyllidis and Z. Li,
Considerations and Challenges of Measuring Operator Performance in Telepresence and Teleoperation
Entailing Mixed Reality Technologies
in CHI Conference on Human Factors in Computing Systems Workshop CHI ’21 (Evaluating User Experiences in Mixed 
Reality). Association for Computing Machinery, May 7, 2021, Yokohama, Japan. ACM, New York, NY, USA. Online: https://arxiv.
org/abs/2103.12702

Carreno, Y., Petillot, Y., Petrick, R.P.A.,
2021. Compiling Contingent Planning into Temporal Planning for Robust AUV Deployments
In Proceedings ICAPS Workshop on Planning and Robotics (PlanRob)

Antreas Antoniou, Massimiliano Patacchiola, Mateusz Ochal, Amos Storkey Defining Benchmarks for Continual Few-Shot 
Learning 
NeurIPS Workshop on Meta-Learning (MetaLearn 2020)

Mateusz Ochal, Massimilano Patacchiola, Jose Vazquez, Amos Storkey, Sen Wang
How Sensitive are Meta-Learners to Dataset Imbalance?
ICLR 2021 Workshop on Learning to Learn

E. Fosong, A. Rahman, I. Carlucho, S. V. Albrecht, 2022, Few-Shot Teamwork. Workshop on Ad Hoc Teamwork at 31st 
International Joint Conference on Artificial Intelligence: IJCAI 2022, Vienna AUSTRIA

A. Rahman, E. Fosong, I. Carlucho, S. V. Albrecht, 2022, Towards Robust Ad Hoc Teamwork Agents By Creating Diverse 
Training Teammates. Workshop on Ad Hoc Teamwork at 31st International Joint Conference on Artificial Intelligence: IJCAI 
2022, Vienna AUSTRIA

I. Carlucho, A. Rahman, W. Ard, E. Fosong, C. Barbalata, S. V. Albrecht, 2022, Cooperative Marine Operations Via Ad Hoc 
Teams. Workshop on Ad Hoc Teamwork at 31st International Joint Conference on Artificial Intelligence: IJCAI 2022, Vienna 
AUSTRIA

F. Garrow, M. A. Lones, and R. Stewart, 2022, Why functional program synthesis matters (in the realm of genetic 
programming). Genetic and Evolutionary Computation Conference Companion: GECCO '22, Boston, USA. DOI: 
10.1145/3520304.3534045

M. Dunion, T. McInroe, K.S. Luck, J. Hanna, S.V. Albrecht, 2022, Temporal Disentanglement of Representations for Improved 
Generalisation in Reinforcement Learning. Deep Reinforcement Learning Workshop at 36th Conference on Neural 
Information Processing Systems: NeurIPS 2022, New Orleans USA.

E. De Pellegrin, R. P.A. Petrick, 2022, Virtual Plan Visualization with PDSim. Workshop on Knowledge Engineering 
for Planning and Scheduling (KEPS) at International Conference on Automated Planning and Scheduling: ICAPS 
2022,  Singapore.
 
E. De Pellegrin, R. P.A. Petrick, 2021, Plan Simulation with PDSim. 9TH Italian Best multidisciplinary paper : 
 
Lim MY, Lopes JD, Robb DA, Wilson BW, Moujahid M, De Pellegrin E, Hastie H. We are all Individuals: The Role of Robot 
Personality and Human Traits in Trustworthy Interaction. In2022 31st IEEE International Conference on Robot and Human 
Interactive Communication (RO-MAN) 2022 Aug 29 (pp. 538-545). IEEE.

Student Research Outputs -  
Workshop Papers

Student Research Outputs -  
Other Publications

Ben Krause, Marco Damonte, Mihai Dobre, Daniel Duma, Joachim Fainberg, Federico Fancellu, 
Emmanuel Kahembwe, Jianpeng Cheng, Bonnie Webber
Edina: Building an Open Domain Socialbot with Self-dialogues. Proceedings of the 1st Alexa Prize, Las 
Vegas, NV, USA, November 2017.

Theodoros Stouraitis, Iordanis Chatzinikolaidis, Michael Gienger, Sethu Vijayakumar
Dyadic Caborative Manipulation through Hybrid Trajectory Optimization, Conference on Robot Learning 
(CoRL),2018. (Best System Paper Award Finalist - Oral presentation 8% acceptance rate)

Amanda Cercas Curry, Ioannis Papaioannou, Alessandro Suglia, Shubham Agarwal, Igor Shalyminov, 
Xinnuo Xu, Ondrej Dušek, Arash Eshghi, Ionnis Konstas, Verena Rieser, Oliver Lemon
Alana v2: Entertaining and Informative Open-domain Social Dialogue using Ontologies and Entity 
Linking 1st Proceedings of Alexa Prize (Alexa Prize 2018).
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Selected case studies 2021/2022

Learning robotic cutting from demonstration: 
Non-holonomic DMPs using the  
Udwadia-Kalaba method
PhD candidate: Artūras Straižys
Supervisors:  Professor Subramanian Ramamoorthy, Dr Suphi Erden,  
 Dr Michael Burke

Introduction
Dynamic Movement Primitives (DMPs) are a popular method for encoding, 
generating, and adapting complex end-effector trajectories. However, the reactive 
nature of DMPs restricts their use in tasks with non-holonomic constraints, 
such as cutting (Fig. 1). The non-holonomic systems are path-dependent; hence, 
motion adaptation requires global trajectory re-planning to reach the goal state. 
We extend the Cartesian space DMPs with a coupling term that enforces a set of 
holonomic and non-holonomic equality constraints at run-time. 

Method
We apply the Udwadia-Kalaba (UK) theory to derive an analytical expression for 
the constraint coupling term. We demonstrate the usefulness of the proposed 
method in learning robotic cutting skills from demonstration. To this end, we 
encode the demonstrated pose trajectory with two uncoupled DMPs for position 
and orientation movement components. We extend the position DMP with an 
analytically derived constraint coupling term and we optimize the unconstrained 
orientation DMP such that the constraint coupling term is minimized. 

Figure 1: Cutting tasks feature non-holonomic constraints that must 
be considered in automation: a pure lateral movement of the blade 
is undesired, as it causes unnecessary stress to the material and risks 
tearing, an unwanted mode of fracture propagation.

Results
Fig. 2 illustrated the numerical example of the proposed approach. Here, we assume that 
desired cutting contour lies on the XY plane. The demonstration successfully traces the 
contour but violates the constraint (Fig. 3A). 

As expected, the constrained position DMP deviates from the desired contour (Fig. 3B). The 
proposed optimization of DMPs with respect to UK-based coupling term shows successful 
trajectory tracking without constraint violation (Fig. 3C). 

Fig. 4A shows the demonstrations of elliptical tissue excision (Fig. 1, left). The constraint 
curves indicate the systematic violation of the non-holonomic constraint. Fig. 4B shows the 
proposed non-holonomic DMPs with optimized orientation, which match the demonstrated 
position trajectories and satisfy the constraint throughout the entire task execution.
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Impact
We proposed a novel method to constrain DMPs via an additional coupling term derived 
from the elegant Udwadia-Kalaba theory. This approach allows the incorporation of a broad 
range of equality constraints and their combination, such as holonomic, nonholonomic, 
scleronomic, rheonomic, catastatic and acatastatic, among others. This contribution opens 
many opportunities for the application of DMPs in tasks under non-holonomic constraints, 
such as scalpel cutting or catheter steering. 

A

B

C

Figure 2: (Left) Scalpel frame. (Other) Regular DMP (solid lines) imitates the demonstrated cutting trajectory that closely 
follows the desired curved contour on the XY plane but violates the constraint. The constrained DMP constrained (dashed lines) 
satisfies the constraint but deviates from the demonstrated position trajectory. The optimized DMPs closely follow the desired 
pose trajectory and satisfy the constraint.

Figure 3  (A) Demonstration violates the non-holonomic 
constraint. (B) The rollout of constrained DMP. (C) The 
rollout of optimized DMP. Note, that the optimized DMP 
closely follows the desired path on the XY plane (marked by 
a dotted line) and satisfied the non-holonomic constraint.

Figure 4  (A) Demonstrated blade 
trajectories in the elliptical excision 
task. (B) Optimized non-holonomic 
DMPs. (C) Adjustments to orientation 
trajectories of the blade.
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Influence of Animal-like Affective Non-verbal  
Behaviour on Children’s Perceptions of a  
Zoomorphic Robot

PhD candidate: Isobel Voysey
Supervisors: Dr Michael Herrmann, Prof. Lynne Baillie, Prof. Joanne Williams

Introduction
Charities like the Scottish Society for Prevention of Cruelty to Animals (Scottish SPCA) have 
a mission to improve animal welfare for the good of animals, the people who interact 
with them, and society more broadly. One way that they do this is through education 
programmes in schools, which aim to teach children about animals’ welfare needs and 
mental abilities and to reduce acceptance of cruelty to animals. The Scottish SPCA does 
not take live animals into schools for multiple reasons, from concerns about stressing the 
animals to concerns about potential bites, scratches, or allergies. This means that they 
currently use stuffed toys and videos to get children to think about interactions with animals. 
However, a previous study conducted in partnership with the Scottish SPCA showed that 
simple mechanical rabbits produced better educational outcomes than stuffed toy ones 
[1]. Therefore, my PhD project is working in conjunction with the Scottish SPCA to develop 
a robot to try to make their programmes more engaging and effective at teaching children 
about animal sentience, encouraging appropriate behaviour, and changing attitudes to 
cruelty.

Objectives
The research questions for this study were formulated with the aims of animal welfare 
education programmes in mind to assess whether a zoomorphic robot could potentially be 
used in that context. They were as follows:
1. What mental abilities do children ascribe to a zoomorphic robot?
2. What is the impact of animal-like affective non-verbal behaviour on ascribed mental 

abilities and social attributes?
3. What are children’s attitudes to cruelty towards a zoomorphic robot? What reasoning do 

they give for their beliefs?

Approach
We conducted an experiment investigating children’s perceptions of a zoomorphic robot, 
MiRo, which was carried out with 49 participants aged between 7 and 10 years old at a local 
primary school.

The children were split into two groups: one which interacted with a version that expressed 
animal-like affective non-verbal (emotive) behaviour through the ears, eyes, and tail and 
one which interacted with a version without emotive behaviour. Participants each had an 
individual interaction with MiRo which comprised three sense familiarisation tasks – to show 
them the robot could see them, hear them, and feel them – and a three-minute freeform 
interaction.

We measured several measures before and after the interaction so we could compare 
changes in beliefs. The dependent variables were perceived mental abilities (in emotion, 
perception, cognition intention, and self-awareness), social attributes, and attitude to cruelty.

Results
Children who interacted with the emotive robot increased in their beliefs about its emotional 
(p=0.04, r=0.49), perceptual (p=0.03, r=0.51), and cognitive (p=0.03, r=0.55) abilities. Children 
who interacted with the non-emotive version had no significant change in their perceptions 
of its abilities.

Both groups of children were very unaccepting of cruelty towards robotic animals, especially 
so for intentional cruelty, and acceptance of cruelty was negatively correlated with perceived 
zoomorphism, animacy, and likeability. However, there was a divide in the reasoning children 
gave about why intentional cruelty was unacceptable. We conducted a post-hoc analysis on 
the reasoning children gave using the constant comparative method [2]. This divided the 
responses into two distinct themes of reasoning:
1. It damages someone’s property (N=27)
2. It’s a being with moral standing (N=14)

We ran further tests to see if there were any other differences between the groups and there 
was no demographic difference, but children who had used language that suggested a 
view of the robot as a being with moral standing had rated it as significantly more animate 
(p=0.03, r=0.34), and had ascribed higher abilities in perception (p=0.02, r=0.36), emotion 
(p=0.04, r=0.31), and intention (p=0.009, r=0.41).

Figure 1: Experimental setup showing child interacting with MiRo
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Future Work
The next steps of this project are to conduct participatory design workshops with educators 
from the Scottish SPCA and schoolchildren to develop a robotic system for animal welfare 
education, both the physical robot and the interaction paradigm. Our study has highlighted 
the importance of animacy for views on moral standing, so we will particularly be looking 
for features identified by animal welfare educators and children that could give the robot a 
sense of animacy.

Publications
I. Voysey, L. Baillie, J. Williams, J. M. Herrmann, 2022, Influence of Animallike Affective Non-
verbal Behavior on Children’s Perceptions of a Zoomorphic Robot. International Conference 
on Robot and Human Interactive Communication: RO-MAN 2022, Naples Italy. DOI: 10.1109/
RO-MAN53752.2022.9900621

References
[1] J. M. Williams, M. P. Cardoso, S. Zumaglini, A. L. Finney, Scottish SPCA, and M. A. Knoll, 
“‘Rabbit Rescuers’: A school-based animal welfare education intervention for young children,” 
Anthrozöos, vol. 35, no. 1, pp. 55–73, 2022
[2] B. G. Glaser, “The constant comparative method of qualitative analysis,” Social problems, 
vol. 12, no. 4, pp. 436–445, 1965

Figure 2: Word cloud representing frequency of 
words used by children in their reasoning about why 
it is unacceptable to kick a robotic animal

EMMA: Embodied MultiModal Agent for  
Language-guided Action Execution in  
3D Simulated Environments

PhD candidates: Bhathiya Hemanthage, Malvina Nikandrou,
 Georgios Pantazopoulos
Supervisors:  Dr Alessandro Suglia, Amit Parekh

Introduction
Robots that perform tasks in human spaces can benefit from natural language interactions 
that facilitate human-robot collaboration. The Amazon Alexa Prize SimBot Challenge 
is an ongoing university competition that aims to propel research efforts on embodied 
agents that learn to execute tasks from instructions. In particular, the challenge introduces 
a gamified simulated environment that abstracts low-level control in order to focus on 
contextual language understanding, visual grounding, and reasoning. The outcome of the 
challenge is determined based on the ratings of Alexa users (in the United States) reflecting 
their experience guiding the teams’ agents in completing different missions.

We develop Embodied MultiModal Agent (EMMA) , a language-enabled embodied agent 
capable of executing actions conditioned on dialogue interactions. Existing agents in 
similar environments treat action prediction as a classification task, whereas EMMA is a 
unified, autoregressive text generation model that accepts visual (observations) and textual 
(dialogue) tokens as input, and produces natural language text and executable actions. 
Combined with multitask pretraining, this approach allows knowledge transfer between 
domains, leading to an embodied agent able to generate grounded actions.

Approach
We conducted an experiment investigating children’s perceptions of a zoomorphic robot, 
MiRo, which was carried out with 49 participants aged between 7 and 10 years old at a local 
primary school.
EMMA ’s components are shown in Figure 1: Perception, Ambiguity Detector, Policy, and 

EMMA: Embodied MultiModal Agent for Language-guided Action

Execution in 3D Simulated Environments

PhD Candidates: Bhathiya Hemanthage, Malvina Nikandrou, Georgios Pantazopoulos
Supervisor: Dr. Alessandro Suglia
Contributors: Amit Parekh

1 Introduction

Robots that perform tasks in human spaces can benefit from natural language interactions that facilitate human-robot
collaboration. The Amazon Alexa Prize SimBot Challenge is an ongoing university competition that aims to propel
research efforts on embodied agents that learn to execute tasks from instructions. In particular, the challenge introduces
a gamified simulated environment that abstracts low-level control in order to focus on contextual language understanding,
visual grounding, and reasoning. The outcome of the challenge is determined based on the ratings of Alexa users (in the
United States) reflecting their experience guiding the teams’ agents in completing different missions.

We develop Embodied MultiModal Agent (EMMA) , a language-enabled embodied agent capable of executing actions
conditioned on dialogue interactions. Existing agents in similar environments treat action prediction as a classification task,
whereas EMMA is a unified, autoregressive text generation model that accepts visual (observations) and textual (dialogue)
tokens as input, and produces natural language text and executable actions. Combined with multitask pretraining, this
approach allows knowledge transfer between domains, leading to an embodied agent able to generate grounded actions.

2 Approach
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Figure 1: High-level architecture of EMMA. The Perception component processes new visual and language input at each
timestep. Both streams are then passed to the Ambiguity Detector and Policy. The resulting action at is either a physical
action or text generated from the NLG component.

EMMA ’s components are shown in Figure 1: Perception, Ambiguity Detector, Policy, and Natural Language Gener-
ation (NLG). Each new instruction is processed by the Ambiguity Detector. In the case of ambiguity, the model outputs
both the type of clarification (e.g. the location of an object) as well as the object to be disambiguated. The NLG uses this
output to generate an appropriate clarification in a template-based manner. After receiving the dialogue history and the
current observation of the environment, the Policy module generates the next actions until the stop action is predicted.

EMMA is a Transformer encoder-decoder model that benefits from multitask vision-and-language pretraining in order
to jointly predict actions and object references. The pretraining tasks are selected to distill in the model both global and
fine-grained image understanding skills. EMMA is then finetuned on the downstream tasks of ambiguity detection and
action prediction using the SimBot challenge data. The action space includes seven low-level navigation actions (such
as ‘Move Forward’, ‘Rotate Left’) as well as twelve interaction types (such as ‘Pick up’, ‘Toggle’). A correct interaction
action requires predicting the correct action and a pixel-wise object mask. The data include both human and synthetic
instructions. Human instructions are additionally annotated with clarification questions and answers when necessary.

1

Figure 1: High-level architecture of EMMA. The Perception component processes new visual and language 
input at each timestep. Both streams are then passed to the Ambiguity Detector and Policy. The resulting 
action at is either a physical action or text generated from the NLG component.



2021/2022  5352 CDT RAS - Annual Review 

Natural Language Generation (NLG). Each new instruction is processed by the Ambiguity 
Detector. In the case of ambiguity, the model outputs both the type of clarification (e.g. 
the location of an object) as well as the object to be disambiguated. The NLG uses this 
output to generate an appropriate clarification in a template-based manner. After receiving 
the dialogue history and the current observation of the environment, the Policy module 
generates the next actions until the stop action is predicted.

EMMA is a Transformer encoder-decoder model that benefits from multitask vision-and-
language pretraining in order to jointly predict actions and object references. The pretraining 
tasks are selected to distill in the model both global and fine-grained image understanding 
skills. EMMA is then finetuned on the downstream tasks of ambiguity detection and action 
prediction using the SimBot challenge data. The action space includes seven low-level 
navigation actions (such as ‘Move Forward’, ‘Rotate Left’) as well as twelve interaction types 
(such as ‘Pick up’, ‘Toggle’). A correct interaction ,action requires predicting the correct action 
and a pixel-wise object mask. The data include both human and synthetic instructions. 
Human instructions are additionally annotated with clarification questions and answers 
when necessary.

Results
We evaluate the ability of the Policy model to predict the correct next action given the 
instructions and ground-truth action history. For ambiguous instructions, the dialogue 
history includes the instruction followed by a clarification question and answer. We first 
compare the performance of the Policy model against a baseline trained from scratch on 
the SimBot data. Our results validate the benefits of our pretraining procedure, especially for 
predicting the correct objects. Figure 2 shows an example of model predictions. In addition, 
we examine the model’s sensitivity to clarification questions. We observe that when including 
the clarification question and user response, the model is able to predict the correct action 
more often.

3 Results

We evaluate the ability of the Policy model to predict the correct next action given the instructions and ground-truth
action history. For ambiguous instructions, the dialogue history includes the instruction followed by a clarification question
and answer. We first compare the performance of the Policy model against a baseline trained from scratch on the SimBot
data. Our results validate the benefits of our pretraining procedure, especially for predicting the correct objects. Figure 2
shows an example of model predictions. In addition, we examine the model’s sensitivity to clarification questions. We
observe that when including the clarification question and user response, the model is able to predict the correct action
more often.

Unambiguous Instructions Ambiguous Instructions
Method Exact Match Object Accuracy Exact Match Object Accuracy
EMMA 93.76 92.32 90.68 85.24
- clarifications 93.76 92.32 85.44 82.59
- pretraining 72.91 44.09 64.30 44.50

Table 1: Results for next action prediction. We report the Exact Match which checks if both the predicted action and
object are correct, as well as the standalone Object Accuracy.

Follow the instruction: Take 
the orange.

Pick up orange 
<vis_token_1>

Pretrained 
Model

Describe <vis_token_2> Silver fork

Answer the question: 
Where is the onion?

On the right

<vis_token_1>

<vis_token_2>

Figure 2: Example of model predictions for different tasks after finetuning for action prediction. These examples showcase
the use of a) natural language prompts to specify the task, b) visual tokens to reference detected objects.

4 Impact

As agents become capable of performing a large variety of tasks, natural language will play an essential role in safe and
trusted human-robot interactions. Mainly, language can act as a flexible and interpretable way of communicating goals.
In addition, instructions and clarifications can help agents in completing more tasks by providing additional guidance
when necessary.

5 Future Work

For the next steps of the competition, we plan to expand the interaction capabilities of our model in order to provide
richer feedback in cases of low confidence or failed attempted actions. The can help the agent finish the task successfully,
especially when instructions require a longer sequence of actions. More broadly, we are interested in exploring the ability
of our model to transfer task knowledge between real and simulated environments. Thanks to these generalisation skills,
we will transfer EMMA to a robot executing tasks in the real world.
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Table 1: Results for next action prediction. We 
report the Exact Match which checks if both the 
predicted action and object are correct, as well as the 
standalone Object Accuracy.
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3 Results
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observe that when including the clarification question and user response, the model is able to predict the correct action
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Method Exact Match Object Accuracy Exact Match Object Accuracy
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- clarifications 93.76 92.32 85.44 82.59
- pretraining 72.91 44.09 64.30 44.50

Table 1: Results for next action prediction. We report the Exact Match which checks if both the predicted action and
object are correct, as well as the standalone Object Accuracy.
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Figure 2: Example of model predictions for different tasks after finetuning for action prediction. These examples showcase
the use of a) natural language prompts to specify the task, b) visual tokens to reference detected objects.
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Robust Vehicle Perception in Adverse Weather: 
Variational Simultaneous Stereo Matching and 
Defogging in Low Visibility

PhD candidate: Ted Ding
Supervisors:  Dr Sen Wang, Professor Andrew Wallace

Introduction
Given a stereo pair of daytime foggy images (Fig. 1 left), we seek to estimate a dense disparity map 
(Fig. 1 top right) and to restore a fog-free image (Fig. 1 bottom right) simultaneously. Such tasks remain 
extremely challenging in low visibility (e.g. not greater than 40 meters), partially preventing modern 
autonomous vehicles from operating safely. Existing stereo matching algorithms are predominantly 
developed under the assumption of clear scenes. Meanwhile, the vast majority of the literature on 
defogging addresses single images. There is very little work that tackles these two tasks simultaneously, 
even though they are deeply linked by scene depth, which can be inferred from the disparity of stereo 
matching and scattering of the fog model respectively. We expect that both results can be improved 
by better exploiting this underlying connection, and therefore propose a novel simultaneous stereo 
matching and defogging algorithm based on variational continuous optimisation.

Figure 1: Simultaneous stereo matching and defogging
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Method

Our system, depicted in Fig. 2, effectively fuses depth cues from disparity and scattering to achieve accurate depth
estimation as the first step. Then the depth information is used to help restore a defogged image by leveraging
a photo-inconsistency check. Our approach is based on variational methods that are easy to make parallel for
acceleration. Moreover, it does not require training data containing foggy images with corresponding clear image
and ground truth dense depth data. The acquisition of such data in real outdoor scenes is time-consuming at best
and not always possible.
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Figure 2: The proposed two-stage system consists of a Foggy Stereo Matching module and a Defogging module.
The former estimates a dense normalised disparity map u from a rectified stereo pair of foggy images I{l,r}, then
the latter performs defogging and restores a fog-free image J . Within the Foggy Stereo Matching module we design
an anisotropic weighting scheme to allow for non-uniform penalty parameters which are seamlessly incorporated in
the disparity optimisation process, and propose a customised regularisation term which effectively injects disparity
cues from scattering by encouraging gradient alignment.
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Results
We evaluate our methods extensively on both synthetic data (VKITTI2 [1]) and real data (PAD [2]). 
Results show the proposed algorithm outperforms comparative methods in all metrics on depth 
estimation, and produces visually more appealing defogged images, especially in extremely low 
visibilities. A qualitative result on VKITTI2 is shown in Fig. 1. Quantitative and qualitative results with 
(partial) comparing methods on PAD are shown in Tab. 1 and Fig. 3 respectively.
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Figure 2: The proposed two-stage system consists of a Foggy Stereo Matching module and a Defogging 
module. The former estimates a dense normalised disparity map u from a rectified stereo pair of foggy images 
I{l,r}, then the latter performs defogging and restores a fog-free image J. Within the Foggy Stereo Matching 
module we design an anisotropic weighting scheme to allow for non-uniform penalty parameters which are 
seamlessly incorporated in the disparity optimisation process, and propose a customised regularisation term 
which effectively injects disparity cues from scattering by encouraging gradient alignment.

Results

We evaluate our methods extensively on both synthetic data (VKITTI2 [1]) and real data (PAD [2]). Results show
the proposed algorithm outperforms comparative methods in all metrics on depth estimation, and produces visually
more appealing defogged images, especially in extremely low visibilities. A qualitative result on VKITTI2 is shown
in Fig. 1. Quantitative and qualitative results with (partial) comparing methods on PAD are shown in Tab. 1 and
Fig. 3 respectively.

Method SSIM PSNR

MSCNN [3] 0.519 12.023
PSD [4] 0.588 16.676

4KDehazing [5] 0.510 10.419

Ours 0.519 13.433

(a) Defogging

Method D1-all RMSE MAE SILog Sq Rel Abs Rel δ < 1.25 δ < 1.252 δ < 1.253

SGM [6] 42.515 3.832 2.518 21.377 0.786 14.191 78.496 92.250 98.464
PSMNet [7] 49.913 4.700 3.115 21.950 1.029 15.519 71.102 87.698 96.764
Lac-GwcNet [8] 38.637 4.266 2.671 22.084 0.921 13.563 76.881 89.227 95.653

Ours 37.647 3.550 2.282 19.078 0.651 12.352 80.435 93.959 98.871

(b) Stereo matching

Table 1: Quantitative results on PAD. Ours performs the best/second best in all metrics.
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SGM [6] on Is PSMNet [7] on Is Lac-GwcNet [8] on Is Ours Ground truth
v
i
s

=
2
0

v
i
s

=
3
0

v
i
s

=
4
0

(b) Disparity results. Our method preserves fine structures to a greater extent in extremely low visibilities.

Figure 3: Qualitative results on PAD

Impact

This work fits into the research topic of robust vehicle perception in adverse weather. Dense and accurate depth
estimation is essential for advanced driver-assistance systems. Combined with a corresponding high-fidelity inten-
sity image, depth information can benefit high-level computer vision tasks such as object detection and semantic
segmentation. Further, clear intensity images aid object recognition and help human drivers plan and act safely.
We make our code publicly available at https://github.com/tedyiningding/VSSMD.
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Figure 3: Qualitative results on PAD

Impact
This work fits into the research topic of robust vehicle perception in adverse weather. Dense and accurate depth
estimation is essential for advanced driver-assistance systems. Combined with a corresponding high-fidelity 
intensity image, depth information can benefit high-level computer vision tasks such as object detection and 
semantic segmentation. Further, clear intensity images aid object recognition and help human drivers plan and 
act safely. We make our code publicly available at https://github.com/tedyiningding/VSSMD

Future work
For future work we consider: a) using motion information embedded in consecutive frames and 
incorporating more matching constraints to improve depth estimation results; b) adopting a more 
sophisticated fog model (e.g. blurring and fog inhomogeneity) to better recover intensity images.

Publication
Y. Ding, A.M. Wallace, and S. Wang. “Variational Simultaneous Stereo Matching and Defogging in Low 
Visibility,”
in BMVC, 2022.
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Robots will revolutionise the world’s economy 
and society over the next twenty years, 
working for us, beside us and interacting with 
us.

The UK Engineering and Physical Sciences 
Research Council (EPSRC) has invested nearly 
£500m in new Centres for Doctoral Training 
(CDTs) to develop industrially relevant, 
cutting-edge technologies and the research 
leaders of the future.

The Edinburgh Centre for Robotics, a £120M 
joint venture between Heriot-Watt University 
and the University of Edinburgh, has been 
running an EPSRC CDT in Robotics and 
Autonomous Systems since 2014, training 
around 70 highly-skilled graduates. As a result 
of a successful follow-on bid, we received an 
additional eight years of funding, allowing 
us to train a further five cohorts of between 
10-15 innovation-ready PhD students annually 
from September 2019.

In order to maximise the number of students 
who can benefit from this programme, we 
invite  proposals for new research projects 
from companies with a research activity in 
the UK.

The theme of the CDT RAS 2.0 is Safe 
Interaction, which includes the following 
topics:

Physical Interactions:
Control, actuation, compliance, sensing, 
mapping, planning, embodiments, swarming

People Interactions:
Human-robot interaction, affective robotics, 
smart spaces, teaming, collaborative decision-
making, cobots, multimodal interfaces

Self-Interactions:
Condition monitoring, prognosis, explainable 
AI, certification, verification, safety, security

Interaction Enablers:
Vision, embedded and parallel computing, 

novel fabrication methods, machine learning 
algorithms and other AI techniques including 
NLP 

How to engage with the Centre
A company can choose to support a 
relevant PhD research project in a university 
laboratory, in return gaining early access to 
results, the potential to exclusively license 
foreground IP and the right to host the 
student at their site for 3 months of the 
project. Companies generally provide 
financial support for stipend, UK/EU fees and 
project costs.

Entry to the programme is in September, 
with students completing two semesters 
of taught courses whilst starting to explore 
their PhD research direction.

Project proposals from companies are 
accepted throughout the year but are 
particularly encouraged by the end of March 
to allow recruitment to the programme in 
the new academic year.

In addition to funding a studentship, 
companies can also provide support by:
• Providing access to equipment/software at 
their premises
• Co-supervision of students and projects
• Student placements and internships
• Contribution to MSc taught programmes
• Support for student robot competitions

If you are interested in engaging with the 
Centre, please contact:
Professor Helen Hastie h.hastie@hw.ac.uk
Professor Michael Mistry michael.mistry@
ed.ac.uk

Engaging with the Centre

mailto:h.hastie%40hw.ac.uk?subject=
mailto:michael.mistry%40ed.ac.uk?subject=
mailto:michael.mistry%40ed.ac.uk?subject=
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Industrial studentships

Statistical Methods for AUV Underwater Pipeline Tracking in Multi Sensor Data 
Kawasaki Heavy Industries, Kobe, Japan 
Pipeline tracking is a challenging task for Autonomous Underwater Vehicles because sections of 
the pipe may be deliberately buried and not visible from the surface. This project investigates multi-
sensor solutions to tracking pipelines in and out of burial from an AUV flying low over the pipe using 
multi-sensor data, to be selected from sub bottom sonar, wideband biosonar, magnetometer, laser 
and video. The PhD work focuses on statistical methods for tracking, starting with the Probability 
Hypothesis Density filter. 

Cooperative Control of Drilling Equipment 
Schlumberger, UK 
As automation of drilling processes is developed, operation will be split between completely automated 
tasks and tasks that are carried out by humans. The project looks at how teams comprising human and 
robotic actors can collaborate to achieve complex and uncertain tasks in drilling operations. 

Interactive Robotic Inspection Strategies Using Unstructured Data 
Renishaw, UK 
Document based 2D technical drawings rather than a digital 3D model are still the main format in 
a production-inspection workflow. This research is focused on using unstructured data such as the 
symbolic representations of geometric dimensioning and tolerance (GD&T) as input to conduct a 
teach-execute regime for coordinate measuring robots. 

Shared Autonomy for Kinesthetic Tools 
Costain, UK 
Many repetitive industrial tasks require significant cognitive load which results in operator fatigue 
and in turn can become dangerous. The development of robotic sensing technology and compliant 
feedback technology will allow semi-autonomous robotics systems to improve this type of workflow. 
This project aims to explore methods in which a robotic system with shared autonomy can contribute 
to the operation of a Kinesthetic tool (such as a piece of machinery) and in doing so reduce the 
cognitive load and fatigue of the human operator.

Towards Full Autonomy: Deep Learning Enhanced Scene Understanding for Underwater Robots
SeeByte Limited
This project will investigate state-of-the-art driven machine learning techniques, e.g. Convolutional 
and Recurrent Neural Networks, as well as Deep Reinforcement Learning techniques, extending these 
novel approaches to be applicable to the underwater robotics domain.

Bridge Inspection - Inspection of Brickwork and Masonry AssetsBridge Inspection - Inspection of Brickwork and Masonry Assets
RSSB, UK
This project aims to inspect the brickwork and masonry assets of railway bridges, particularly the 
intrados of arches where access is limited.  The project will use drones to collect images autonomously 
under the arches and then analyse the images to automatically detect the defects in the structure. 

Intention-aware Motion Planning 
Thales, UK 
The goal of this industrially sponsored project is to research and extend previous techniques to give a 
new approach to categorising motion and inferring possible future system states to support robust 
maritime autonomy decision making processes.

Long Term Autonomy for Multi Agent Systems in the Maritime Domain
BAE Systems
The main aim of this project is to develop algorithms that can devise, execute and monitor plans 
suitable for long-term missions of marine ‘systems of systems’ where overall goals are well defined but 
their effective implementation is dependent on external parameters that cannot be pre-determined.

Intention Aware Human-Robot Collaborative Manipulation of Large Objects
Honda Research Institute Europe 
Until the past few years, robots were typically temporally or spatially separated from human co-workers 
to ensure humans’ safety. In the case of today’s cobots that’s not the case anymore. However, the 
unpredictability and the variability of humans’ actions generate scenarios with frequent plan alterations 
and considerable uncertainty, to the extent that robots fail to successfully complete the collaborative 
tasks in hand. This project aims to develop the required theory to overcome these limitations and 
demonstrate collaborative human-robot manipulation scenarios. 

Explainable AI and Autonomy for the Maritime Domain
SeeByte Limited & SRPe
The principal goal for this project is to enable effective text-based interaction between an operator and 
an AUV to unlock situation awareness in the underwater domain and explain behaviours. This will be 
achieved by investigating Data2Text methods to derive verbal explanations from a mix of structured and 
unstructured data, including a world model and its dynamic environment, status from the vehicle, as 
well as a representation of the autonomy model logic. 

Mobile Inspection Units on the Train
RSSB, UK
This project aims to develop robotized inspection units that can navigate and manipulate in the 
confined workspaces, typical of in-between and under the seats of a train cab. The typical application 
for an on-train mobile robot platform is inspection of the compartments for cleaning and hazard 
identification purposes. The platform is also intended to have manipulation capability to perform some 
cleaning tasks.

Lifelong Learning for Vision based AUV Control
Rovco & SRPe
Precise robot control for underwater inspection is of paramount importance to generate high quality 
survey data. This is a challenging problem as the environment these robots operate in is dynamic, 
uncertain and very difficult to model a priori.  Moreover, the robot configuration changes from mission 
to mission and tuning the controllers for each configuration is time consuming. The main objective of 
this project is to design adaptive low-level controllers for autonomous underwater vehicles using sensor 
feedback and machine learning frameworks. The algorithms will take input from real time sensors 
and actuators and adapt in real time to changes in vehicle performances (change of payload, actuator 
fatigue, tether drag) and environmental conditions (waves, currents, wind). Ideally, they should be 
portable across multiple robots.

Miscommunication and Repair in Visual Conversational AI 
Alana AI Ltd
This project will investigate and develop visually grounded NLP models that allow grounded 
representations to be systematically edited, repaired or recomputed, paving the way for VAI systems 
that are able to both understand user repairs as well as engage in repair when needed. The said models 
will be evaluated against appropriate ‘visual repair’ datasets collected as part of the project. The resulting 
VAI systems will be developed using the existing Alana framework and evaluated with Alana's partially 
sighted users.

Verification Library for Trustworthy Software
Imandra
Imandra are an AI startup developing a cloud-scale automated reasoning system to bring rigour and 
governance to algorithms across sectors. The aim of the project is to make designing, implementing 
and deploying trustworthy software easier by building a comprehensive NN verification library in 
Imandra for verification of Neural networks and autonomous systems.
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Achievements CDT RAS Innovation fund

Paul Baisamy was awarded £13,000 from the CDT 
RAS Innovation fund for the development of a 
cardiac assist device. The objective of the Innovation 
Fund is to assist with the preparation of prototype 
hardware and/or software that could lead to a 
commercial idea. It is awarded on a competitive basis 
with shortlisted applicants invited to present their 
idea to a panel of researchers and business advisers.

Summary of the proposal: Heart failure occurs when 
a patient’s heart can no longer provide a sufficient 
cardiac output to satisfy the metabolic needs of 
the organism. To assist the heart in its function 
of pumping blood, Left Ventricular Assist Devices 
(LVADs) can be implanted in the patient’s chest. 
LVADs restore a sufficient amount of blood flow to 
suppress heart failure symptoms in these critically ill 
patients. 

Currently, LVADs on the market 
are only able to produce a 
continuous flow as opposed to 
the pulsatile flow of the human 
heart. This leads to various 
complications for the patients. 
We propose the development 
of an implantable LVAD whose 
main feature will be its ability to 
produce a pulsatile flow similar 
to that of a healthy heart with a very high level of 
energy efficiency. Such a device would be unique 
as a pulsatile implantable LVAD able to adapt to 
the patient’s cardiac frequency and with portable 
batteries has never ever been engineered so far. Our 
approach, closer to the real functioning of a human 
heart compared to the pumps currently available 
on the market, will guarantee a very low level of 
complications after the implantation and will ensure 
a high life expectancy for patients.

Heidelberg Laureate Forum 2022 

Samuel Garcin attended the 9th Heidelberg 
Laureate Forum as a Young Researcher in 
September.

About the HLF:
"From September 18 to 23, some of the brightest 
minds in mathematics and computer science came 
together for unrestrained, interdisciplinary exchange. 
This compelling event had plenty of activity 
awaiting the participants, e.g. laureate lectures, 
panel discussions, plus various interactive program 
elements. This year's Hot Topic centered on a subject 
of great interdisciplinary and public interest: "Deep 
Learning – Applications and Implications." During 

the weeklong conference, 
young researchers and 
other participants had the 
opportunity to connect with 
scientific pioneers and learned 
how the laureates made it to 
the top of their fields." From the 
HLF website

About the HLF Laureates:
Each year the recipients of the most prestigious 
awards in mathematics and computer science, the 
Abel Prize, ACM A.M. Turing Award, ACM Prize in 
Computing, Fields Medal, IMU Abacus Medal and 
Nevanlinna Prize are invited to participate in the 
Forum." From the HLF website.

Ronnie Smith won the IET Postgraduate Prize
Ronnie Smith is a PhD student at the Edinburgh Centre for Robotics, as part of the 
EPSRC Centre for Doctoral Training in Robotics & Autonomous Systems at Heriot-Watt 
University and the University of Edinburgh. His research focuses on enabling pro-active 
robotic assistance for people who need support during activities of daily life at home.

Ronnie’s research brings together a number of topics to bring humans ‘in-the-loop’ and 
give them ownership over their own assistive technology. This includes applying active 
learning to activity recognition, using a novel conversational interface. This reduces the 
need for supervised learning and helps to deal with long-term changes in user behaviour 
or environment. Currently, Ronnie is focusing on using the conversational agent to allow the user to ask the 
robot for help during activities, in order to intelligently provide pro-active assistance when that activity is 
detected in the future.

Recognition of his work through the IET Postgraduate Prize will help Ronnie in promoting his work and 
stimulating engagement with industry stakeholders in the care sector. The prize will also support him in 
disseminating the results of his work. Ronnie hopes to continue his work on assistive robotics through post-
doctoral research.

About the Young Researchers:
The opportunity to join the annual Heidelberg Laureate Forum is provided exclusively to outstanding young 
scientists in mathematics and computer science (or closely related fields) at the Undergraduate/Pre-Master, 
Graduate PhD and Postdoc levels.
Extensive interaction with the laureates of mathematics and computer science is possible because their 
participation is not only limited to giving lectures, instead it continues throughout all aspects of the program. 
Ample time is provided to discuss with these scientific pioneers during breaks, meals and social events.
At the Heidelberg Laureate Forum, the brightest minds in mathematics and computer science interweave, 
find inspiration and push forward. Samuel Garcin attended CIFAR Deep Learning + Reinforcement Learning 
(DLDR) Summer School in July.

Each year, the CIFAR Deep Learning + Reinforcement Learning (DLRL) Summer School brings together 
graduate students, post-docs and professionals to cover the foundational research, new developments, 
and real-world applications of deep learning and reinforcement learning. The school is hosted by CIFAR in 
partnership with Canada’s three national AI institutes: Amii in Edmonton, Mila in Montreal and the Vector 
Institute in Toronto." From the DLDR website

Emanuele De Pellegrin 
Emanuele worked as a Unity VR developer with TouchLab Limited competing for the 
ANA Avatar XPRIZE. He developed the main user interface for the VR teleoperation 
training simulation environment.

Fraser Garrow
Fraser attended a SPECIES society evolutionary computing summer school this year 
in Spain. There were lectures from several leading researchers in the evolutionary 
computing community. There was also a short challenge project for which Fraser’s 
group delivered the best experimental results. Collaboration continues with the 
summer school supervisor with the aim of submitting a paper at Evo* 2023.
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Internships

Samuel Garcin
Samuel is currently undertaking a 3-month research visit 
at Mila, Montreal where he is advised by Prof. Prakash 
Panangaden (McGill) and Dr Pablo Samuel Castro (Google 
Brain). He is working on developing theoretical guarantees 
for State Representation Learning methods in Deep 
Reinforcement Learning.

Mateusz Ochal
Mateusz Ochal interned with SeeByte Ltd, Edinburgh, for 
3-months from 1st Oct 2021 to 31st Dec 2021. He worked in 
the computer vision team and explored ways to apply state-
of-the-art Few-Shot Learning (FSL) algorithms to recognise 
certain types of objects in video data. FSL aims to offer more 
efficient and reliable training of deep learning models using 
limited training data, with as few as one sample per class. This is 
particularly useful in marine settings where it can be expensive 
or impractical to obtain large quantities of labelled data 
points. During the internship, Mateusz successfully demoed 
FSL algorithms to quickly learn and recognise novel targets in 
marine environments. In the future, the technology could used 
to aide target monitoring and surveillance applications. 

Eleftherios Triantafyllidis
Eleftherios Triantafyllidis interned at Telexistence Inc. Tokyo, 
Japan working on state-of-the-art robotic planning and vision 
methods. More specifically, during his internship, he was solely 
responsible for merging existing company repositories intended 
for real-world robotic tasks and adapting these for the first time 
to an accurate physics-based simulator (NVIDIA's ISAAC Sim) 
allowing the company to validate all their future experiments 
with significantly fewer resources. Finally, this also allowed for 
the verification of existing and new planning algorithms to 
be used on the simulator with endless state transitions and 
rendering the transferability of learning-based models from the 
simulator to the real robotic hardware significantly easier due 
to also focusing on minimising the Sim2Real gap. This led to the 
successful presentation of his work on behalf of the company in 
IROS 2022 in Kyoto, Japan in a real-time day-long presentation of 
the robotic system in the simulator.

Filippos Christianos
Filippos Christianos did his 3-month internship at NVIDIA as 
a research scientist. Filippos worked with the autonomous 
vehicles research team where they experimented on a new 
method for occlusion inference and planning. The new method 
is promising and is showing improvements over several 
baselines, possibly paving a way for autonomous vehicles to 
better handle and reason on occluded objects.

Karin Sevegnani
Karin Sevegnani completed a 6-months remote internship for 
Amazon (San Francisco, US), from June to December 2021.
She focused on designing and developing a recommendation 
system for the new Amazon Style store that opened in the US 
during 2022.
In particular, she used contrastive learning to capture 
user intent from natural language text and improve the 
recommendation quality of fashion products. The designed 
model demonstrates a significant improvement in offline 
recommendation retrieval metrics when tested on a real-world 
dataset collected from an online retail fashion store, as well as 
widely used open-source datasets in different e-commerce 
domains, such as restaurants, movies and TV shows, clothing 
and shoe reviews.

Konstantinos Gavriilidis 
Konstantinos Gavriilidis from the 2019 cohort took an internship 
at the Edinburgh-based company SeeByte between March 
2022 and August 2022. During this internship, he travelled 
along with SeeByte employees to Boston for the MOOS 
DAWG’22 Conference. In collaboration with the Marine 
Autonomy Lab of MIT, they demonstrated their work on 
Composite Autonomies where multiple autonomies (Neptune 
and MOOS-IvP) were used for better vehicle control and 
perception. Additionally, an explanation framework was utilised 
to provide situational awareness in terms of the causality 
behind behaviour activations. For the experiment, two vehicles 
were used: USV Philos and the versatile USV Heron, which in 
unison discovered obstacles at Charles River and successfully 
completed their tasks. Overall, it was an exciting opportunity, 
to test the developed functionality with real vehicles and to 
undertake relevant work for his industrial PhD funded by 
SeeByte and SRPe. 
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Student Activities - 
Year Two Group Project

All three of the Year 2 Groups did very well and we were impressed with how well they 
worked together to overcome a number of challenges. Two groups took part in the RoboSoft 
conference challenge and one in the Amazon Simbot challenge.
The winning group developed a soft gripper for autonomous object manipulation and 
Fernando Acero, Paul Baisamy, Mhairi Dunion and Georgios Kamaras were awarded an 
Amazon voucher in recognition of this.
The group projects were as follows –

Pretraining for dialogue-based instruction following
Students: Bhathiya Hemanthage, Malvina Nikandrou
Academic Supervisor: Alessandro Suglia

Description
The group participated in the Heriot-Watt team for the Alexa Prize SimBot Challenge, which 
aims to develop an agent that can execute household tasks in a simulated environment, 
while taking user instructions and agent responses into account.

The approach was inspired by the success of combining vision and language on tasks that 
require understanding image semantics, such as Visual Question Answering. However, using 
object-centric representations along with a long dialogue history is challenging as input 
lengths of language and vision signals become prohibitively large. Therefore, an efficient 
attention masking strategy originally introduced for processing long text-only documents 
was adopted.

The model is trained in three stages: 1) image-text pretraining, 2) video-text pretraining, 
and 3) task-specific finetuning. Image-text pretraining targets learning aligned visio-
linguistic representations, while video-text pretraining targets learning temporal reasoning. 
The pretrained model is transferable to embodied downstream tasks facilitating both 
navigational and manipulation actions.

Impact
The multi-task capabilities of the system were presented at SIGDIAL 2022 via a Demo Paper.

Soft Robotic Locomotion
Students: Emanuele De Pellegrin, Ted Ding, Fraser Garrow, Isobel Voysey, Simon Wanstall
Academic Supervisor: Adam Stokes

Description
The group developed a soft robot called WAYNE (``Worms are All You NEed") and attended 
the RoboSoft Competition 2022 terrestrial race. Inspired by ragworms, WAYNE is designed 
to have three sets of legs and four sets of bellows as its on-board actuators. It is made from 
Ecoflex for expanding areas and Dragonskin for less stretchable but still compliant areas. 
Controlled by solenoid valves, through polyurethane hoses the actuators can be inflated 
by an air compressor or deflated by a vacuum pump. Legs and bellows are used primarily 
for translational and directional locomotions respectively. When they are jointly actuated, 
more complex moves such as wriggling can be achieved. WAYNE also features an on-board 
camera which is used to sense the presence of obstacles.

Impact
The group showcased their work in Robot Lab Live 2022, which is a robotics live stream event 
organised by the UK-RAS Network.
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Student Activities -  
Year Two Group Project
Soft gripper for autonomous object manipulation
Students: Acero, George Kamaras, Mhairi Dunion, Paul Baisamy
Academic Supervisor: Adam Stokes

Description
The aim of this project was to design a robotic system capable of manipulating a wide 
array of irregular shapes and delicate items and able to autonomously perform complex 
operations such as serving a dram of whisky or picking and placing objects in different 
target locations. The group designed its system around three key components: a soft gripper 
mounted on a collaborative robot arm capable of grasping a variety of objects, a software 
solution enabling the robot to perform the tasks autonomously, and the communication 
between the software and the gripper. The soft gripper was inspired by iris mechanisms 
found in camera apertures to be capable of adapting to any object shape. The gripper 
consists of two layers of silicon rubber blades arranged in a circular shape which are 
controlled by a motor to synchronously move all blades in a grasping motion. The software 
solution was based on Robot Operating System (ROS) to communicate with the robot, and 
MoveIt for motion planning. A depth-perception camera was used to determine the object 
locations and MoveIt to create motion plans to move the robot into the desired position. 
Finally, an Arduino controlled the gripper, passing serial and voltage signals from the control 
software to the Arduino that modified the gripper status (grasp/ungrasp). With this solution, 
the robot was able to successfully and autonomously detect, grasp and manipulate a variety 
of objects, ranging from a filled bottle of whisky, a USB stick or an empty can without prior 
knowledge of the specific objects or their exact positions

Impact
The group took part in the RoboSoft 2022 
manipulation competition in Edinburgh 
where the gripper was tested on a 
variety of manipulation tasks. During 
this edition, the competition aimed at 
challenging the state-of-the-art in soft 
robotic manipulation to pave the way for 
the development of safe and reliable soft 
grippers.

Public Outreach

UK-RAS Robot Lab Live

Population Targeted
Public with interest in robotics

Activities Undertaken
Livestream demonstration of the capabilities 
of a bioinspired, soft, ragworm robot called 
WAYNE (Worms are All You NEed). The robot 
was intended for use in search and rescue 
operations because its body is made entirely 
of soft, silicone parts that can squeeze through 
tight spaces and resist impact damage 
from falling debris. WAYNE is powered 
using compressed air, controlled via a series 
of electronic valves. The stream included 
teaching about soft robotics, bioinspired 
design, and the system we created. We then 
demonstrated that the robot could crawl over 
sand and swim in water, two tasks that most 
robots would struggle to accomplish. After 
the demonstration, a question and answer 
session allowed viewers to ask anything they 
wanted about the system and have a team 
member talk them through it. The stream 
was a continuation of the CDT group project 

that involved competing in the Robosoft 2022 
locomotion competition. Team members 
involved were Simon Wanstall, Fraser Garrow, 
Ted Ding, Isobel Voysey, and Emanuele De 
Pellegrin.

Intended Benefit
Inform the public about the possibilities of 
soft robotics and get people excited about 
robotics as a whole.

Summary of Feedback and/or Publicity
The feedback was entirely positive and the 
publicity led to an invitation to talk on the 
Robot Talk podcast.

UK-RAS Robot Talk Podcast

Population Targeted
Public with interest in robotics

Activities Undertaken
Podcast interview about my research in soft robotic 
prosthetics, involvement with WAYNE and my 
placement with Touchlab Ltd

Intended Benefit 
Spread awareness about the different areas of robotics 
and the current state of the art via an easily digestible, 
podcast format

Summary of Feedback and/or Publicity
Summary of Feedback and/or Publicity: Podcast is 
yet to air, but initial feedback was that the chat was 
entertaining for the presenter
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ANA Avatar XPRIZE

Key Individuals
Zaki Hussein (CEO), Laura Gracia Gaberol (COO),  
Vasilis Mitrakos (My Manager and VP of E-Skins)

Location
National Robotarium, Heriot-Watt Campus

Duration
6 Months

Duration
6 Months

Work Undertaken
Development of multimodal sensors by adding 
temperature sensing capabilities to current 
Touchlab e-skins, working as a team member 
for the ANA Xprize Avatar Finals in Long Beach, 
California, advising about where soft robotics 
could integrate with the e-skins, and integrating 
Touchlab e-skins into advanced pick-and-
place systems. current work involves using 
the mechanical engineering, soft robotics and 
materials science specialities to help integrate 
the Touchlab sensors into an avatar robot in an 
attempt to win the grand prize of 5 million USD. 
The avatar robot is intended to be piloted by a user 
who can see and feel everything the robot does 
and control its actions through VR. 

At 5 minutes to midnight on 01/11/22, we got the 
avatar system working for the first time, as the 
CEO (Daniel) of our partner company Cyberselves 
took control of the robot and shook hands with 
our roboticist, Shayne Shaw. Daniel could see 
Shayne through the robot’s eyes and felt the 
pressure on the mechanical hand via the Touchlab 
e-skin transferring the force data through a haptic 
(HaptX) glove. 

Firbush

A group of CDT RAS students attended two action 
packed days at the University of Edinburgh Firbush 
Outdoor Centre near Killin. After packed lunch on 
arrival at Firbush, the Firbush staff briefed everyone 
about the site and the activities. In the afternoon 
students spilt into two groups. One went kayaking, 
starting with a trip up the loch, and finishing with 
kayak games in the harbour. The other group was 
paddle boarding and went for a trip in the opposite 
direction, finishing off with some challenges on the 
paddle boards. After an excellent dinner everyone 
regrouped in the Sinderson Room for the evening's 
Responsible Research and Innovation (RRI) activity, 
splitting into 4 groups to look at doomsday scenarios related to each groups' research 
activities, and how best to avoid these scenarios. When that was complete, a group game of 
werewolves and villagers got underway bringing the whole group together.

Students chose to spend the Tuesday morning session canoeing and kayaking, orienteering 
and cycling. The canoe trip headed to look at the beaver lodge on an island at the head of the 
loch. The orienteers stretched their activity out to include lunch out on the hillside, while the 
cyclists explored nearby Killin.

After lunch the students participated in windsurfing, orienteering and cycling. The 
windsurfing was a great success with all 9 people up and sailing at the same time, although 
the wind subsequently dropped which made it more challenging to keep sailing. The 
orienteers had a good walk up the hill behind Firbush and the cyclists once again went 
round Killin. After an excellent dinner everyone regrouped for the reporting back on the 
RRI doomsday scenarios which brought up a number of interesting points. When this was 
complete further games of werewolves and villagers got underway.

After another great breakfast on Wednesday morning everyone returned to Edinburgh. 
The trip was a great opportunity to encourage cohort building amongst the students, who 
reported that the Firbush staff were excellent and looked after them very well.



2021/2022  7170 CDT RAS - Annual Review 

Writing Retreat at Barony Castle

In May 2022, a group of students spent 4 days in 
Barony Castle Hotel near Peebles in the Scottish 
Borders.  The day would start with a short 
seminar from a member of staff. These included 
‘Introduction to Technical Writing’ (Prof. Hastie), 
‘Getting Creative’ (Dr. Belle), ‘Abstract Workshop’ 
(Dr. Albrecht), ‘Paper Writing as Project 
Management’ (Prof. Stokes) and ‘Reducing 
Redundancy’ (Dr. Dondrup). For the rest of 
their time at the castle, the students worked on 
various writing assignments, such as conference 
and journal papers and student annual reports.  
They also took the time to relax and enjoy 
the facilitates and the beautiful countryside. 
Students mentioned that they benefited from 
the focus time in a distraction-free setting, 
giving them time to hone their writing skills, 
whilst getting to know their fellow students. 

Edinburgh Science Festival

CDT students showcased robotics and AI to 
families from across Edinburgh and beyond as 
part of Edinburgh Science Festival 2022. The 
Datasphere exhibit at the National Museum of 
Scotland included hands-on demos on surgical 
robotics, robotic arms, stroke rehabilitation 
and SPOT, the Boston Dynamic’s robot dog. 
During the daytime exhibits, thousands of local 
families engaged with the researchers, asking 
questions and learning about how robotics will 
be integrated into our lives in the future. An 
evening event at the museum, ‘Data after Dark’ 
allowed further meaningful dialogue with more 
than 100 adults. 

Retirement

The CDT would like to take this opportunity 
to thank the director of CDT-RAS 1, Professor 
David Lane, and Anne Murphy, Centre 
Manager, who retired from the CDT-RAS 
and Heriot-Watt University in 2022. Both 
David and Anne were instrumental in the 
CDT start up, seeing it through a second 
successful funding bid to ensure the 
continuation of the programme. Both 
David and Anne have worked tirelessly to 
make the Centre a place where students 
could thrive and creating the strong and 
innovative research programme that exists 
today. They will both be missed by students 
and staff alike, and we would like to take this 
opportunity to wish them a very long and 
happy retirement.

Professor David Lane, FRSE, FRGS, FREng, 
CBE is a leading researcher in Robotics and 
Autonomous Systems. His illustrious career 
spans 4 decades at Heriot-Watt University, as 
an undergraduate student and PhD student 
in the 80s and later as an academic where 
he led the Oceans Systems Laboratory and 
created the Edinburgh Centre for Robotics 
with Edinburgh University. In the 1990's, he 
put Heriot-Watt University and the Ocean 
Systems Laboratory on the map as one 
of the leading centres in marine robotics 
in the world. He achieved international 
recognition for his academic work and 
led major EU and UK projects. In 2013, he 
created the Edinburgh Centre for Robotics 
(ECR) in collaboration with the University of 
Edinburgh, leading over £140M 

of investment from the UK government. 
ECR is now the lead robotics research group 
in the UK and has achieved international 
recognition for its work in the EPSRC ORCA 
HUB project. An £18.5M project that he led 
until his retirement in 2020.

In May this year, a retirement party was held 
in David and Anne's honour, which was 
attended by both students and staff. The 
event was enjoyed by all who attended and 
both David and Anne were overwhelmed 
by the lovely messages and generosity 
bestowed upon them.
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The National Robotarium is a world-leading centre for Robotics and Artificial Intelligence. 
Its responsible and collaborative approach creates innovative solutions to global challenges. 
Its pioneering research moves rapidly from laboratory to market, developing highly skilled 
visionaries and delivering substantial benefits for society. Its ethos is People centred; Intelligence 
driven. This world-leading research and development facility translates cutting-edge research 
into technologies to create disruptive innovation in an expanding global market in robotics and 
autonomous systems, delivering sustainable economic benefit to the Edinburgh City Region, 
Scotland, and the UK. 

The £22.4m purpose-built centre, opening in 2022, has unrivalled facilities adding to our existing 
laboratories in Ocean Systems, Human Robotic Interaction and Assisted Living and also includes 
smart manufacturing. The design of the new building and its world class facilities will encourage 
the collaborative approach that is at the heart of the National Robotarium’s ethos. Facilities 
include a partner suite: an area dedicated to fostering collaboration between industry partners, 
academics and government. With a strong focus on entrepreneurship and job creation, the 
National Robotarium will offer an ecosystem for industry collaboration where humans and robots 
work in partnership.

The National Robotarium's first CEO has been appointed. Stewart Millar's ambition is to build the 
National Robotarium into a globally recognised centre of excellence for AI and Robotics, working 
directly with business to accelerate innovation and drive value from world class research, create 
talent of the future through a flexible skills programme and support entrepreneurs capable of 
creating exciting new businesses to fuel our economy.

https://thenationalrobotarium.com/

Professors Helen Hastie and  
Barbara Webb are elected FRSE

In March 2022 our CDT Director, Prof Helen Hastie (HWU), and our Committee Member for 
Equality and Diversity, Prof Barbara Webb (UoE), were elected Fellows of the Royal Society of 
Edinburgh. They join a  growing body of academics associated with the CDT who have received 
this honour and we congratulate them both.

Congratulations
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